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PROLOGUE
The importance of civil society in raising 
awareness

Nowadays, algorithms are constantly used in different areas of life to 
improve the quality of services, enhance user experience, and optimize 
efficiency. Their use is very diverse: from advertising and selecting 
prospective students in university admissions processes to detecting 
issues in tax declarations. However, challenges surrounding privacy, 
security, autonomy, and many other areas go hand-in-hand with 
opportunities.

One particularly clear issue that arises from this widespread use 
of algorithms is a lack of awareness. This is true of not only the side 
legislators who struggle to regulate emerging technologies, but also 
citizens that are uninformed about the ever-increasing infiltration 
of algorithms in various contexts. Thus, algo-awareness is of critical 
importance these days. As defined by the European Commission, the 
term “algo-awareness” refers to the spreading of an evidence-informed 
understanding of algorithms, with regard to their role in online platforms 
as well as emerging issues and opportunities surrounding them.i

The timing is critical both for European citizens as well as citizens all 
over the globe. The European Union, which has been forming a strategy 
for artificial intelligence (AI) since 2018,ii most recently (on February 
19th 2020) published a White Paper on AI titled “A European approach to 
excellence and trust.”iii Indeed, the discussion of algorithms is central to 
any discussion about AI which has been simply defined as “a collection 
of technologies that combine data, algorithms, and computing power”.IV 

In a nutshell, the Commission seems to be taking a two-fold regulatory 
and investment-oriented approach to AI “with a twin objective to 
promote the uptake of AI and of addressing the risks associated with 
certain uses of this new technology”.V The White Paper, which is aimed 
at listing and evaluating different policy options to achieve the two-fold 
sets of objectives (regulation and investment),expressly invites for the 
reactions of public and private stakeholders; namely the Member States, 
other European institutions, industry, social partners, civil society 
organizations, researchers, the public in general and any interested 
party.vi This guide, which was drafted by a Legal Clinic team of IE Law 
School participating in a project for a Spanish civil society association, 
Foro de la Sociedad Civil, has been addressing a large number of the 
issues that the White Paper presents.vii 

The purpose of the guide is to provide information to digital technology 
users in today’s “algorithmic society”. It wishes to provide citizens with 
a broad yet useful understanding of how algorithms work, when they 
are used, and how they impact our jobs, privacy, and relationships with 
others. We hope that this straightforward yet reliable guide succeeds in 
raising awareness of the important and yet sometimes disruptive role 
algorithms have played in our everyday lives. This will allow individuals 
to take a more critical stance towards the phenomenon and ensure 
that their use is properly understood and regulated. For those that 
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i European Commission’s Directorate-General 
for Communications Networks, Content and 
Technology, Algo:aware: Raising awareness 
on algorithms (n.p:n.p, 2018), 120. There is 
indeed an algo-aware project launched by the 
European Commission that seeks to solve both 
of these information gaps. The purpose of the 
project has been to come up with a variety of 
policy options, technical solutions and private 
sector and civil society-driven actions, to inform 
EU policy-making in order to maximise the 
effectiveness of future algorithm regulations, 
as well as building general knowledge of 
algorithms. 

ii European Commission, Artificial Intelligence 
for Europe, COM/2018/237 (Brussels, 2018).

iii European Commission, On Artificial 
Intelligence – A European approach to 
excellence and trust,

COM/2020/65 (Brussels, 2020).

iv Ibid., p.2.

v Ibid, p.1.

vi Ibid.

are already aware of the importance of algorithms, we hope that this 
guide will deepen and widen their knowledge of relevant debates from 
authoritative sources.

Beyond its aim to inform, this guide strives to enlighten citizens about 
the value they provide with their data use in our rapidly advancing 
“digital society”. Citizens can hold multiple roles separately or 
at the same time: they are consumers, employees and employers, 
entrepreneurs, participants and speakers in the public or their private 
spheres. In all of these and other roles, citizens share data that fuel—or 
can fuel—algorithms. The centrality of the citizens’ role is the starting 
point of this guide.

vii IE Law School, Legal Clinic Program (Spring/
Fall 2019). The guide was drafted by Aurora 
Dell’ Elce, Jimena López-Navarro, Aleksandra 
Smajevic, students at IE Law School, Argyri 
Panezi, faculty supervisor, Assistant Professor 
of Law and Technology, IE Law School, and 
Pablo García Mexía, J.D., Ph.D., project 
supervisor and author of the original table of 
contents for the guide. 

Tugce Altunalan, Luis Ignacio Gil Palacios, 
Ellie Sande, and Adam Wilson-Barnes, students 
at IE Law School, assisted in the research and 
pre-drafting stage. 

The project was commissioned to the Legal Clinic 
by the Foro de la Sociedad Civil Association, 
represented by Pablo García Mexía. 

This Guide was drafted in 2019, and reflects 
updates until December 2019. Few edits 
reflect recent developments until the 24th of 
February 2020. The project initiated before 
the Commission’s recent White Paper was 
released (supra note 3), but after the 2018 
communication of a European strategy (supra 
note 2). The authors have focused both the EU 
and on global debates.
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ALGO-AWARENESS AS A SOCIAL NECESSITY

The use of algorithms in our everyday lives is ever-increasing amidst a 
hype of media focus onthe so-called “life under the algorithm.”1

As algorithms become more popular, the importance for civil society’s 
awareness, reflection, and engagement also increases.

What is an algorithm? As our society becomes evermore data-driven, 
what challenges do big data pose? What are algorithmic biases and how 
do they link to machine learning and artificial intelligence (AI)? What 
does the term predictive analytics refer to? Also, why are transparency 
and accountability so important? These are all notions that citizens 
need to be familiar with in order to be algo-aware; well informed and 
well-equipped citizens who can participate in and benefit from the 
ongoing tech revolution. It is not enough to merely be aware of the 
technological uses, benefits, and risks associated with the spread of 
algorithms in the marketplace, workplace, and household. We need to 
form a better understanding of how these technologies work, how they 
serve us, what challenges they pose, and the ways in which our data is 
collected and processed. We must reflect on the impact of algorithms, 
big data, and AI on our daily lives to develop an informed opinion on 
what role we would like new disruptive technologies to play.

As members of civil society, it is our data that is used fuel the digital 
economy and drive digital transformation. In other words, our digital 
footprint is critical to the evolution of technological tools. This is both 
challenging and empowering. This guide aims to identify the challenges 
and facilitate the participation and empowerment of our algorithmic 
society.

Civil society needs to be cautious yet aware in order to benefit from 
algorithms. In many cases they are very useful and improve our 
day-to-day lives and help with our work. Why assume, for instance, 
that algorithms (and robots powered by algorithms) threaten to 
replace humans when they are mainly channeled into jobs that require 
repetitiveness? Why shy away from other beneficial uses of algorithms? 
Using awareness to make informed decisions empowers us as citizens 
and allows us to take advantage of the benefits of technological 
developments. Most of us are aware of the importance of technology in 
today’s society, although we do not fully understand exactly how it works 
or what it does for us. We also use new technologies without actually 
realizing it. This guide seeks to close information gaps by explaining 
how algorithms work, when they are used, and most importantly, their 
advantages and disadvantages. This will allow citizens to become more 
conscious of technology given its growing role in society. It will answer 
questions such as: What does it mean to live in an era where algorithms 
are embedded in both simple and in disruptive everyday technologies? 

INTRODUCTION

I
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How are algorithms, blockchain technology, big data, machine learning 
and artificial intelligence changing our reality as citizens, consumers, 
and entrepreneurs?

In the following pages, you will find extensive information designed 
to guide you through the changes that algorithms are bringing in our 
daily lives. First of all, we will look at what algorithms are and how they 
are relevant to AI. Following this, we will explore useful applications 
of algorithms along with their threats and challenges We will focus on 
how these changes affect us, the value of our data in algorithmic-driven 
markets, and, more importantly, the significance of our behavior 
within an algorithmic society. We will conclude with various reactions 
to these challenges and investigate important opportunities for user 
empowerment.

‘ INFORMED CITIZENS ARE 
EMPOWERED CITIZENS
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WHAT IS AN ALGORITHM?

II 

‘ THE OUTPUT OF AN ALGORITHM 
DEPENDS ON THE INPUT OF DATA

1. ALGORITHMS AND DATA: WHAT ARE WE TALKING ABOUT?

1.1 Algorithms, data, and big data

The term algorithm was coined by Mohammed Ibn Musa-al-Khawarzimi 
who, at the end of the eighth century, developed the mathematical 
approach which formed the basis of the digital development of AI.2 An 
algorithm is a method designed to solve problems. In its mathematical 
sense it is a set of information (data) ordered and arranged around an 
operation which, when followed, solves a problem. To use a common 
metaphor, algorithms resemble recipes in a cookbook—they provide a 
flowchart of instructions that must be followed in order to complete a 
specific task.3 For an algorithm to work it must have an input (data) and 
an output (again, data) to a question or set of questions (a result to the 
problem asked to solve).

The data input is essential for algorithms. In fact, the algorithm 
itself is entirely neutral – the input is the critical determining factor 
for all potential results, be they desired or not. The data used can be 
understood as an ensemble of various pieces of information, presented 
in a way that can be read by a machine (else: can be machine-readable). 
When processed by algorithms, the data (input) is used to check given 
assumptions and, ultimately, produce results or come to conclusions 
(output).

The usefulness and success of AI relies on the effective management 
of large volumes of data, in other words, big data.4 Big data is basically 
large sets of data that can be collected and processed by technology. 
Big data can be analyzed in order to find patterns in human and other 
activity. The use of big data will aid the process of automation and 
machine learning.5 Furthermore, a process called data mining, where 
vast amounts of information is collected from many different sources, 
can be used to find patterns and relationships about a garden-variety 
of subjects, ranging from specific human behavior to a company’s 
business strategy.6 Data mining strives to find a correlation between 
many variables that may seem invisible to the human eye. Thus, this 
method can provide a unique insight into specific fields of research. In 
order to sort the data various techniques are used, such as classifying 
or clustering all the information into different datasets. Essentially, 
data mining pulls together data based on the information it mines from 
various data sources. The detection of behavioral patterns, through the 
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‘ THE PRINCIPLE IS SIMPLE:
GARBAGE IN=GARBAGE OUT
OR, MORE IMPORTANTLY:
DIAMONDS IN=DIAMONDS OUT

use of big data and data mining, will contribute to the implementation 
of AI in everyday activities. Ideally, this will lead to improvements in 
decision processes, business models, and customer experiences.7

There are various different types of algorithms that can be described 
based on their computing processes: randomness, recursive or iterative 
logic, backtracking, etc. The computing method is basically the 
technique that each algorithm uses to solve a problem. Problems can be 
solved by using any of these techniques, either alone or together.8

1.2 Input and Output 

The output of an algorithm is very much dependent upon and determined 
by the input of data. As the old saying goes, when garbage comes in, 
garbage comes out (Garbage In=Garbage Out is the GIGO principle 
in computer science, mostly relevant to machine learning as defined 
below). We may expect that when the data input is of high quality, the 
output is also of high quality—in other words “Diamonds In=Diamonds 
Out”. Indeed, scientists talk about clean, (as opposed to dirty) data, 
biased and unbiased data, and so forth. 

From a policy perspective, not all data that can be used as algorithmic 
input is treated the same. For example, sensitive personal data enjoy 
special protection under the General Data Protection Regulation in 
Europe. These include data revealing racial or ethnic origin, political 
opinions, religious or philosophical beliefs; trade-union membership; 
genetic data, biometric data processed solely to identify a human 
being; health-related data; data concerning a person’s sex life or sexual 
orientation.9 Furthermore, certain uses of data might be, again from a 
policy perspective, treated differently. For example, regulation allows 
for the regulated use of sensitive data, such as health data, for scientific 
or research purposes. The same does not always apply to commercial 
uses of data. This guide further includes separate sections on data 
protection, security and privacy.

1.3 Artificial Intelligence (AI)

AI, as opposed to natural or human intelligence, refers to machine 
“intelligence.” Of course, machines are not intelligent in the way 
humans are, but they can demonstrate human-like cognitive functions 
when “fed” with the appropriate data and technologically “trained” to 
do so. Again, algorithms are crucial here as they are the fuel that enables 
machines to “learn how to learn”.10 A contemporary definition of AI is 
attributed to computer scientist John McCarthy, who defined AI as“the 
science and engineering of making intelligent machines.”11
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We should note the difference between weak (narrow) and strong 
(general) AI. Weak AI is used to describe AI systems with narrow or 
limited capacities to perform tasks that they are programmed for, as 
for example to recognize images or speech.12 The threshold for strong 
AI is much higher, and arguably not fully reached yet, and includes the 
ability to generalize knowledge, make future predictions and plans 
based on knowledge and experiences, and adapt to environmental 
changes.13 Strong (or general) AI systems should be ultimately capable 
of independent thinking. One of the biggest challenges to achieving 
strong AI was explained by John McCarthy in his 1971 Turing award 
lecture as follows: “In my opinion, getting a language for expressing 
general common-sense knowledge for inclusion in a general database is 
the key problem of generality of AI.”14 

Alan Turing has famously developed the “Turing Test” which is meant 
to measure the level of machine intelligence with a model he called 
“Imitation Game” whereby a machine would pass the test if it were able 
to interact with a human, understand the context of the conversation, 
and fool the human into believing that they interact with another 
human.15 If we wonder whether machines can think then this test can, 
according to Turing, provide a relevant answer. The passing of the test 
was sufficient for him to believe that machines are capable of thinking 
and perhaps learning.16 

Machines are apparently doing a fantastic job at learning how to perform 
complicated tasks, as the capabilities of AI are constantly increasing. 
We are already living in an era when concepts traditionally associated 
with humans, such as ethics, will have to be adapted to the new reality 
of intelligent machines.17 In the most dystopian of scenarios, AI may 
call into question not only humans’ intellectual superiority but also our 
essence and role in life.18 Indeed, with the incredible capability of AI, 
there is little doubt that these new intelligent machines might surpass 
us in many ways. It is, therefore, crucial to ensure that AI develops 
in a way that aligns with human ethics. In other words, the methods 
and processes of machine learning (see below) should be subject to 
human ethical values.19 Given that AI systems have the ability to 
learn independently, the key is to program machines with the right 
instructions the first time around, so that we can trust that they will 
continue to learn responsibly (or “ethically”) on their own.20

1.4 Machine learning

Machine learning, a subset of AI, is the scientific study of algorithms that 
machines use to perform specific tasks. Machine learning algorithms 
build models based on data. When the algorithms need training, those 
are “training data.” The machine then “studies” this data, meaning 
that the machine undergoes a certain training itself, and “learns” how 
to make decisions and/or predictions. What’s more, machine learning 
often uses datasets collected usually from data mining processes to 
learn patterns and predict outcomes. Unlike data mining, however, 
algorithms continuously improve their ability to recognize these 
patterns as they learn from experience. The machine automatically 
digests the parameters collected of data and uses this information 
to inform actions to be taken by artificially intelligent systems. This 
process repeats itself in order to achieve more accurate results.
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Machine learning is a central element of AI, as it seeks to create 
algorithms and devices that recreate the human being’s cognitive 
functions, turning unintelligent or “brainless” machines into “smart” 
devices able to interact with humans.21 Eventually, through machine 
learning, machines might be able to perfectly mimic human interactions, 
at which point we will have no choice but to accept that humans are 
intellectually expendable.22 As mentioned above, strong AI systems 
should be able to pass the aforementioned Turing proving that they are 
capable of independent thinking.23

1.5 Predictive analytics

Predictive analytics or predictive data mining is a type of “intuition” 
that identifies meaningful patterns in data. By gathering the patterns 
and analyzing them together with other relevant data, it creates 
informed predictions. The relevant information can be gathered from 
government and other public authorities and/or from businesses and 
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‘ DATA HAS BECOME A 
POWERFULTOOL FOR MARKETING 
AND HAS HELPED TO CREATE A 
NUMBER OF PROSPEROUS 
BUSINESSES

private individuals. For example, tax authorities receive and gather 
information from the taxpayers—including demographic information, 
income, and more— that when combined may help to predict who will 
and who will not pay their taxes in the future.24 In the marketplace, 
different types of shops—grocery stores, online shops, retail shops, and 
many others—may gather consumer information, habits, and behaviors. 
This data has become a powerful tool for marketing and has helped to 
create a number of prosperous businesses, mostly in the advertising and 
data brokerage spheres.25 Algorithms have promised the improvement 
of various other fields, including legal services with the development 
of legal technology (and judicial analytics in particular) and even the 
administration of justice. More clear examples of valuable uses of 
predictive analytics include their use in science to predict and preempt 
environmental and other catastrophes, or in preventive medicine.

2. ALGORITHMS AND AI: WHAT LIES AHEAD

The role of artificial intelligence has increased exponentially over the 
last few years, to the point that it has been referred to as “the new 
electricity”, drawing parallels with the Second Industrial Revolution’s 
impact on society.26 It is debatable whether “the new electricity” or is 
indeed AI and not the Internet, which can perhaps be marked as the 
breakthrough of our century. Nevertheless, nowadays, while we are 
technically experiencing the Fourth Industrial Revolution, algorithms, 
artificial intelligence, but also human-machine interfaces, virtual and 
augmented reality, as well as the Internet of Things and blockchain are 
all developments that push us further into the future. 

What other challenges may lie ahead in the future?

2.1 Surveillance and other ethical and legal dilemmas

Algorithms can “amplify large-scale surveillance through techniques 
that analyze video, audio, images, and social media content across 
entire populations and identify and target individuals and groups”.27 
For example, in the case of facial recognition, once a specific person 
is recognized, the algorithm links the face to other personal records 
and identifiable data, such as a photograph or acriminal record. Other 
examples include AI Research and Development (R&D) within big 
corporate companies such as Microsoft, Google, and Amazon which are 
all developing AI systems in specific sectors as for example healthcare, 
transportation, manufacturing, and even retail. Major technology 
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‘ AI TECHNOLOGY COULD CREATE 
ETHICAL AND LEGAL CHALLENGES 
FOR THEIR RESPECTIVE BUSINESSES

companies have also acknowledged that AI technology could create 
ethical and legal challenges for their respective businesses. In its 
official Securities and Exchange Commission (SEC) Report, Microsoft 
recognized that “AI algorithms may be flawed”.28 Datasets may be 
insufficient or contain biased information. Finally, it has been observed 
that inappropriate or controversial data practices could “impair the 
acceptance of AI solutions, undermine decisions, and ultimately 
cause harm and legal liabilities - for example in the forms of brand or 
reputational harm”.29

As such, these challenges may also increase abuse of social and civil 
rights. In the absence of targeted laws and regulations, “artificial 
intelligence technologies like facial recognition systems fundamentally 
change the balance of power between the people and the government.”30 
Also governments need to be aware of potential scenarios whereby AI 
systems may cause real harm due to their biases, inaccuracy, and the 
current lack of transparency and accountability. Furthermore, we might 
need to also consider extreme scenarios whereby industries creating 
these systems are willing to “conduct early releases of experimental 
tools on human populations.”31

Advanced AI creates legal and ethical issues that require the collaboration 
of society as a whole to be solved, taking various perspectives into 
account. In other words, specialists in every field— science, humanities, 
economics, law, art, etc.—are needed to collaborate to correct the 
imbalance that is often created through the use of AI.32

2.2 Exceeding human capabilities

AI is also capable of producing results and answers that go far beyond 
human capabilities. By using incredible amounts of human data, AI is 
able to understand, analyze, and predict human behavior. For instance, 
“affect recognition” is a subcategory of traditional facial recognition 
which “aims to interpret faces to automatically detect inner emotional 
states or even hidden intentions.”33 Essentially, AI can tell what a 
citizen, a consumer, or a criminal is really feeling—it produces “a direct 
window to the soul.”34

2.3 Human enhancement

While algorithms are integrated into more aspects of our lives, 
scientific research and its applications spread into more domains such 
as healthcare and also neuroscience. Such developments bring both 
opportunities and challenges from an ethical standpoint. For example, 
should there be an algorithmic for human or even love enhancement?35

At a time when many domains in life are being taken over by metrics and 
medical enhancement there are plausible fears over a future of artificial 



16 SMART CITIZENSHIP. Toward a New Social Contract in the Age of AI

human enhancement. What would that mean in practical terms? Let 
us explore the metaphor further. By taking medical enhancements, 
people are dealing with medical issues surrounding the body and the 
mind. Medical and human enhancement are not identical terms. In 
theory the first leads to the second. But could any kind of medical or 
human enhancement be permissible? Again, ethical considerations 
arise together with practical and legal considerations for malpractice 
frameworks and accountability. Yet, scientific research is leading 
totechnological and specifically algorithmic solutions, including 
cyborgs, artificial agents, and androids, that might provide the next 
breakthroughs in human enhancement.36 Whether this is realistic or 
not, only future will tell. Ultimately, society will decide whether this is a 
desirable future or one to be worried about.

2.4 Personal identity in the algorithmic society

Finally, we must reflect upon the vast amount of time we are spending 
using technology might be affecting not only how we relate to others 
but also how we relate to ourselves. It is necessary to identify and 
reflect on these changes in order to not lose our human capacity for 
self-reflection, which would make it difficult for us to retain a stable 
sense of self. Let us start then with a thought-provoking question: Is it 
possible to retain our human identity in an algorithmic society? 

Algorithms play an important role in this redefinition of human 
identity. Algorithms can create a frictionless reality very different from 
what humans are built for: a reality where time, space, friction, and 
gravity are all present. It might be wise to assess the consequences of 
such developments and rethink the creation of superhuman, seamless 
realities.37 This does not mean that we need to strive for a society of 
luddites, but a society of algo-aware citizens who are able to embrace 
the potential of technological advancements while avoiding the risks.38 

Scholars have noted how people might be losing a clear sense of 
identity primarily because they have been drawn by the fantasies that 
technology incites.39 For example, we are under the impression that 
technology allows us to customize human relations. We might prefer 
emailing, texting, and posting online to engaging in real conversation 
because technology allows us to edit and delete what we say, ultimately 
controlling how we want to present ourselves to others. While we 
may prefer these platforms because they make us feel less vulnerable, 
such modes of communication can never provide us with empathy or 
understanding. Human interaction, conversation and reflection are 
still key for experiencing human emotions and getting to know others. 
Essentially, they are vital to the development of human identity within 
society.

Furthermore, and perhaps most importantly, technology has created 
a world in which we are supposedly never be bored and never alone. 
However, being bored and being alone, far from being  problems 
from which we must escape, are actually vital conditions for the 
development of an identity.40 Thus, it is critical to understand to what 
extent technology introduces false ideas of identity, communityand 
togetherness. Finally, it is important to point out that technology is not 
only affecting the development of human identity, but is in fact redefining 
it. Online, on social media platforms, and in other virtual environments, 
we are provided with the freedom to remain anonymous and engage in 
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different relationships and communities that we would never be part of 
in real life.41 As a result, we can take on new identities and even more 
than one at a time. These parallel identities have allowed people to 
perceive identity as multilayered, introducing distance between person 
and persona (between the body and who we think we are).42 Preserving 
both identity and privacy proves to be extremely difficult in the digital 
era. Does our digital identity match our real and physical one? Or is it 
others’ interpretation of our personality?43

‘ TECHNOLOGY IS NOT ONLY 
AFFECTING THE DEVELOPMENT OF 
HUMAN IDENTITY, BUT IS IN FACT 
REDEFINING IT
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ADVANTAGES AND OPPORTUNITIES 
WITHIN THE ALGORITHMIC SOCIETY

III 

1. USEFUL APPLICATIONS

Algorithms power both simple and complex technological applications 
that we use in our everyday lives, from the search engines and social 
networks to online purchases, to smart objects, and automation and 
robotics.

1.1 Algorithms in our everyday lives

1.1.1 Search engines

Today’s web search engines of today are descendants of information 
retrieval (IR) systems. These systems use different methods to find 
relevant documents for given queries. One of the better known IR 
methods is the Boolean search method which was developed over 
thirty years ago.44 The Boolean search method allows for the use of 
search keywords and elements of our syntax— “and”, “or”, “not”— as 
“operators” or “modifiers”.45

While the Boolean method did a good job of retrieving documents for 
librarians it was too complex for other users. The ranking algorithm was 
developed to help fix these flaws.46 It has allowed amateur users to find 
what they desire in a large pool of documents. The user inputs a word, 
sentence, or a phrase and the algorithm retrieves documents that are 
listed in the order of their relevance. Moreover, the words do not need 
to be spelled correctly. Ranking algorithms are used today by many web 
search engines, including Google, the pioneer of online search.47 To this 
day, the Google algorithm, one of the most profitable algorithms in the 
world, remains a secret. Meanwhile, Google continues to be the single 
most wide-spread search tool around the world.

1.1.2 Social networks

One of the main functions of social networks is the formation of 
online communities by way of community detection. These online 
communities are created by taking a variety of different factors such as 
common interests into account.48 How are algorithms involved? These 
factors are processed by community detection algorithms.

Community detection (CD) algorithms can be divided into two main 
groups regarding how they view relationships between communities in 
a network: disjoint and overlapping CD algorithms. Most CD algorithms 
are disjoint and assume that communities within a network do not 
overlap. However, there are some that are overlapping and recognize that 
an individual can appear in more than one community. Finally, there are 
algorithms that detect hierarchies between and within communities, 
such as research communities divided into research groups. Due to the 
wide variety of CD algorithms that exist, the operators of these social 
networks must decide which algorithms best suit their network.49
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1.1.3 Online marketplace

As commerce has moved online, companies have started to use 
algorithms to experiment with different pricing strategies in the hope of 
maximizing revenue. Among the companies that rely on algorithms are 
two major online businesses, Uber and Amazon. The on-demand driving 
service Uber uses surge pricing algorithms to vary prices dynamically 
in order to balance supply with demand.Amazon Marketplace uses two 
types of algorithms: the Buy Box Algorithm and the dynamic pricing 
strategy. The Buy Box algorithm determines which seller’s offer price 
will be shown to customers, increasing the likelihood that that seller’s 
product will be sold. The Buy Box is hence a type of matching service 
that balances customers’ interests (price and quality), as well as the 
interests of sellers interest and Amazon (both of which are revenue). 
Finally, the dynamic pricing algorithm enables sellers on Amazon to 
track their competitors’ prices and vary their prices in response. In a 
way, this allows sellers to compete for the Buy Box. 50

1.1.4 An app for everything

The variety of algorithms used in mobile apps have greatly facilitated 
their development and maintenance. As a result, there is an app for 
everything nowadays. Machine learning algorithms play a particularly 
important role in mobile apps. As seen also above, machine learning 
consists of designing efficient and accurate prediction algorithms 
by analyzing electronic data that has been collected.51 The main 
advantage of machine learning tools is that they have reduced the 
burden for programmers, who no longer have to anticipate every 
possible eventuality that may arise from the use of an app. Instead the 
algorithms can recognize trends and needs and develop appropriate 
coding in response. Machine learning algorithms can help address bugs 
and other flaws in a fast and efficient manner.52

1.1.5 Sensor society

As people search for information on search engines, talk on the 
phone, like a post on social media, or send an email, the sensors of 
their technological devices are costantly gathering and processing 
information.53 Thus, every movement of every individual contributes 
to the continuously developing sensor society. Some sensors might 
be coordinated with others and can therefore share information with 
one another—in a way they can “speak.” Tech companies exploit the 
sensor society to create customized products for consumers.54 Sensor 
technology is present in many devices that people use in their daily 
lives, consciously or not. For instance, sensors exist in smartphones, 
cameras, drones, and so on. Cars are even installed with numerous 
sensors through which the car can detect when its driver is fatigued or 
distracted.

Sensor technology has significantly changed forms of information 
collection as well as our understanding of information processing. Most 
sensors, such as those providing facial recognition, depend on the user’s 
physical proximity.55 There are also sensors that collect other data “like 
the movement of the user from light to dark.”56 It can generally be said 
that the understanding of a sensor society “goes hand-in-hand with 
the rise of networked, interactive, digital devices, and directs attention 
towards the “datalinks” that make possible emerging and transformative 
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forms of data collection, processing, and the use.”57 Companies or any 
other entities (such as governments) then use the data collected by 
sensors in marketing or for other purposes. For example, companies 
“reportedly use smart cameras to target marketing messages tailored to 
the customer’s gender, age and mood, measured by facial recognition.”58

1.2 Useful applications in the household

1.2.1 Smart objects and the Internet of Things

Smart objects have entered the household in many ways: from smart 
TVs and smart fridges to smart cleaning devices. Another crucial 
development is the widespread use of wearable technologies, such 
as arm watches that measure your heartbeat, that track the distance 
you have walked, and record the calories you have consumed. Smart 
objects entering the household, or even indeed attached to our bodies, 
are the product of a disruptive technology: the Internet of Things. This 
technology relies on user needs and algorithms to generate data.

What does the term Internet of Things refer to? The Internet of Things 
is a vision of the world in which physical objects that humans interact 
are embedded with internet connectivity, intelligence, and processing 
power (thanks to sensors). They will therefore be able to connect 
with each other via Internet Protocol networks.59 As a result, objects 
will become more useful and able to adapt to the developing needs of 
people. They are inter-moderating and can also be used remotely or 
directly through the web. The definition of the Internet of Things is 
constantly evolving due to the leaps and bounds of technology and its 
platforms.60 We commonly associate the Internet of Things with “smart 
technologies”, all of which can be accessed through smart devices and 
AI-powered personal assistants such as Amazon’s Alexa and Google 
Home.

When the Internet burst onto the scene it was astonishing how it was 
able to connect people in an unprecedented way, through networks all 
over the world. With the Internet of Things this revolution has been 
taken to another level—people communicate not only through their 
screens and posts but also in their physical environment regardless 
of their location. Access to information has been truly revolutionized. 
Nowadays, information can be accessed anytime, anywhere, and by 
almost any device. Thus, communication has also been revolutionized—
it is now quicker, more efficient, and globalized.

‘ SENSOR TECHNOLOGY HAS 
SIGNIFICANTLY CHANGED FORMS 
OF INFORMATION COLLECTION
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This ease of communication can be linked to many other important 
efficiency gains in objects all around us. As communication improves, 
data packaging allows more efficient work to be done and reduces waste. 
Finally, developments in the Internet of Things arena go hand-in-hand 
with developments in automation.

1.2.2 Robots and robocalls

Robots have transformed  many aspects of life like, including finance, 
hospitality, medicine, marketing, communications, and finance. 
This, among other changes, seems to be a defining part of the Fourth 
Industrial Revolution. A preliminary question to ask is: What exactly is 
a robot? According to Neil Richardson and William Smart, a robot is “a 
constructed system that displays both physical and mental agency, but 
is not alive in the biological sense.”61

As robots become part of the consumer market, they are simply seen 
as a products. They have more potential, however, than most products 
we have ever seen. For example, there is potential for them to have 
functionalities or tools that allow them to search and select products 
on behalf of their owners. This raises a dilemma—is it the consumer or 
the robot who makes the decision to purchase? For example, Amazon’s 
Echo can order pizza, get an Uber, play music, etc. Moreover, while the 
regulatory future of self-driving cars is unclear, it is speculated that 
they may also act as consumers. They could monitor when the car needs 
maintenance, check the owner’s schedule and book an appointment at 
the nearest authorized car maintenance center, decide on the price and 
service required, and pay for the service. This would change the way 
products are marketed and the laws that come with the purchase.62

Finally, another way in which robots have already entered consumer’s 
lives is through the telephone. The so-called “robocalls” are 
pre-recorded computerized calls, essentially created by a robot. They 
are an increasingly common occurrence. According to the Federal 
Communications Commission in the US, there has been a 57% increase 
in the amount of robocalls the average person receives, meaning 
that nearly half of the calls people receive are spam.63 Most people 
have received robocalls from big businesses (your telephone/internet 
company, your bank, and many others), but due to the cost efficiency 
of robocalls, small businesses use them as well. However, multiple 
jurisdictions are starting to regulate robocalls. For instance, the 
UK’s Information Commissioner’s Office (ICO) penalized Keurboom 

‘ THIS RAISES THE DILEMMA
—IS IT THE CONSUMER 
OR THE ROBOT WHO MAKES THE 
DECISION TO PURCHASE?
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Communications with a fine of $517,000 after it made 100 million 
robocalls, which led to 1,000 complaints.64

Generally speaking, automation, robotics, and the increasingly foolproof 
smart objects in our households, are all developments that mean we 
can stay constantly connected. This is expected to have revolutionary 
effects on consumerism as it presents the second wave of invasion of 
marketing to households (after the TV and radio). This allows companies 
to use collected information to automatically order replacement items 
for products (such as dishwasher liquid) and even order modifications 
and house improvement products. A notable example would be the IBM/
Samsung washing machine which deploys “a smart contract to order 
and pay for detergent when required”65 and detects when the washing 
machine needs maintenance or a repair.66

1.3 Useful applications in the workplace

1.3.1 The use of algorithms in the recruitment process

Algorithmic tools have an increasingly active power in the recruitment 
process, for example, qualify the high quantities of applicants that 
employers must assess.

Algorithms facilitate the enormous collection of data on “worker’s skills, 
knowledge, aptitudes, attitudes, etc.”67 And “even [allow] technology 
itself to replace human resources supervisors and managers, and to 
make decisions that have legal effects on the employees.”68 Moreover, 
they do this at a speed that is not humanly possible, therefore allowing 
for “monitoring to be carried out at a lower cost.”69 With this in mind, 
the role of algorithms in creating a more competent labor market 
is highly valuable. Finally, at the same time the use of algorithms 
by employers in their search for job applicants is also rising. These 
developments, however, make for only part of the entire picture. There 
are further algorithmic uses in the workplace that are challenging from 
the perspective of privacy and data protection, as well as the well-being 
of the workforce more generally.

1.3.2 Algorithmically mediated work: the rise 
of the gig-economy

The gig-economy started to emerge over a decade ago in the United 
States. It revolutionized the labor market as it offered a completely new 
hiring model known as gig-work.70 The gig-economy centers around 
platforms which have a unique business model.71

In the gig-economy, traditional firms have been replaced by platforms 
that create digital work intermediation. Their role is twofold. Firstly, 
they act as matchmakers, pairing consumers with entrepreneurs. The 
matchmaking is done via algorithms—they consider a variety of factors 
such as previous work quality, availability and geographic location, in 
order to find the person best suited for the job. Secondly, these platforms 
provide a digital framework in which transactions can be made.72

Gig-economy platforms make their money by creating a surplus in the 
economy, reducing transaction costs, and by way of regulatory arbitrage. 
Surplus is created by removing search frictions (obstacles that impede 
matching supply to demand, such as geographic obstacles). Platforms 
remove these obstacles by providing superior matching opportunities 
via the use of algorithms and the internet. These platforms also 
provide an infrastructure in which these transactions can take place, 
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thereby reducing transaction costs and making them faster and easier. 
Finally, regulatory arbitrage and other speculative activities create 
shareholder value in these gig-economy platforms. Usually this is done 
by portraying employees as independent entrepreneurs.73 The costs 
that these entrepreneurs generate for the firm are far less than those of 
employees, as the firm does not need to pay their insurance, pays fewer 
taxes, and is not responsible for their resources. For instance, Uber is 
not responsible for the cars used by drivers as these drivers’ personal 
assets. Due to the smaller costs that these firms need to cover, they are 
able to generate more profit.74

While profitable for these platforms, presenting employees as 
self-employed can greatly undermine their labor rights. The European 
Union has taken many steps to ensure that these workers have fair 
working conditions and adequate legal and social protection. Firstly, 
they have clarified the conditions required for an employment contract 
in order for it to fall under the jurisdiction of EU labor laws. Although 
the existence of an employment relationship can only be assessed on 
a case-by-case basis, the EU has stated that the essential feature of an 
employment relationship is that “for a certain period of time a person 
performs services for and under the direction of another person in 
return for which he receives remuneration,” 75 a feature that exists in 
most relationships between workers and gig-economy platforms.

The EU has also taken two important legislative measures in the 
context of the European Pillar on Social Rights. Firstly, it has developed 
an Access to Social Security initiative, which could lead to new EU 
directive ensuring “similar social protection rights for similar work 
regardless of employment status.”76 Secondly, the EU is revising the 
Written Statement Directive to ensure more protection for atypical 
forms of employment.77 This document will contain some general labor 
standards for all workers, such as the right to reference hours, the right 
to request a new form of employment, and the right to a reasonable 
notice period in the case of dismissal.78

Despite these challenges, there are many advantages that the rise 
of the gig-economy platforms has brought about: they create work 
opportunities in weaker economies, protect against discrimination in 
hiring and in the working place (due to race, gender, physical conditions, 
health etc); they offer flexible (not fixed) working hours;79 and also 
allow workers (“gigers”) to work in other paid-jobs.80 The gig-work that 
algorithms support in today’s economy seems to provide more freedom 
to both the customer and the employee.81

‘ TRADITIONAL FIRMS HAVE 
BEEN REPLACED BY PLATFORMS 
THAT CREATE DIGITAL WORK 
INTERMEDIATION
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1.4 Useful applications in the marketplace

1.4.1 Blockchain, cryptocurrencies, and the empowerment of 
small/medium-sizedbusinesses and start-ups

Algorithms seem to have the potential to transform the business sector, 
in which distributed ledger technologies and specifically blockchain 
technology allow for the empowerment of small- and medium-sized 
businesses as well as start-ups. Notably, algorithms power technologies 
such as blockchain which require a high level of encryption. Below, 
we will define what blockchain technology is, and how it is relevant to 
algorithms.

Using consensus algorithms, blockchain is a list of records maintained 
by a decentralized web of computers linked in a peer-to-peer network. 
Each blockchain exhibits unique characteristics, but there are some 
features common to a blockchain. For example, each blockchain keeps 
a record (ledger) and changes to this record can be made by a network 
of parties (either a limited group or anyone in the world). In order to 
strengthen the security of the information in this record, cryptographic 
algorithms are used, which allow the authentication of the information 
in the record, thus creating a “paper-trail.” This “paper-trail” consists of 
a chain of data blocks (hence the name “blockchain”), which are joined 
in a decentralized and public manner. In turn, these are stored on a wide 
network of computers (nodes) to prevent the system from collapsing.82 
The nodes work collaboratively to store, share, and preserve the data, 
using a “consensus algorithm” to guarantee the integrity of each block.83 
Once published, nobody, not even the administrator, can modify the 
existing block— they can only add information.84

Depending on the platform architectures of the blockchain, we 
differentiate between public and private blockchains. Anyone can join 
as a server to the public, which is typical of cryptocurrencies. The private 
or licensed, in contrast, requires an invitation to join as a server to the 
network, for which one can use a certificate or a key.85 In both the public 
and private blockchain, communications are distributed among equals 
(peer-to-peer) and there is a form of consensus to decide the specific 
blocks that can belong to the chain.86

Although uses are increasing, blockchain technologies are still primarily 
utilized for payments or to automatize “smart contracts.” A smart 
contract allows two parties to draft certain aspects of a legal agreement. 
The smart contract in the blockchain will then implement these terms, 
which ensures that neither party can break the agreement and no third 
party is involved. Blockchain enjoys incredible momentum and is tightly 

‘ ACCORDING TO THE WORLD 
ECONOMIC FORUM, 10% OF THE
WORLD’S GDP COULD BE STORED IN 
BLOCKCHAINS BY 2027
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linked to the various algorithmic typologies we have looked at here. 
Indeed, blockchain is commonly identified as one of the key disruptive 
technologies of our times together with AI, big data and the Internet 
of Things. Finally, according to the World Economic Forum, 10% of the 
world’s GDP could be stored in blockchains by 2027.87

Finally, we should mention the proliferation of cryptocurrencies which 
also use decentralized control to introduce and sustain cryptographically 
strong digital currencies new mediums of exchange, as opposed to 
traditional methods (printing of national currencies and the central 
banking systems).88

2. COMMERCIAL AND CONSUMER CHOICE AND THE 
EXPANSION OF RIGHTS AND FREEDOMS

The examples given above demonstrate how algorithms have drastically 
changed many aspectsof our lives. Most of these aspects are related 
to our lives as consumers and participants of a (digital) marketplace 
that is becoming increasingly global and borderless. With this kind of 
technological progress, our rights as consumers are necessarily expanding. 
At the very minimum, consumer choice and commercial availability has 
widened.

Besides the widespread use and, indeed, usefulness of algorithms, we 
can also recognize their contribution to expanding citizens’ rights and 
freedoms, such as the right to work and to provide work, to participate in a 
free and healthy market and make informed choices as consumers, as well 
as the right to be informed in general. More importantly, it is a citizen’s 
right to participate in all economic, social, and political dimensions of an 
ever-growing “digital civil society.”89
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THE THREATS OF ALGORITHMS

IV 

1. ALGORITHMIC OPACITY: KEY POINTS

One of the biggest flaws of algorithms is that they can be biased. This 
becomes especially dangerous in cases of automated decision making, 
as biases can then result in discrimination. However, things become 
even more problematic when we do not even recognize that algorithms 
are being biased or erroneous and therefore cannot address these flaws. 
Indeed, most of us do not understand algorithmic systems due to a 
lack of transparency. Often, we cannot see how analytics, the basis of 
algorithmic decision making, is being conducted (how patterns in data 
are being discovered and interpreted) nor what data is being analyzed.90

Algorithmic opacity has several causes, including technical ones. For 
instance that, an algorithm may be too complex to be explained and 
made transparent. There are also important economic causes, such as 
cost, business practices (as, for example, trade secrets), as well as social 
causes, such as data privacy. Sometimes these causes are so difficult 
to address that even wellengineered computer systems can remain 
opaque.91

However, due to a variety of factors, transparency alone is not sufficient 
to tackle these flaws. Firstly, transparency does not always entail change. 
People aim to implement transparency in algorithmic systems in order 
to achieve accountability. However, if there is no system with which to 
implement the necessary changes, then transparency does not really 
help improve things.92 Moreover, transparency can actually be harmful 
on occasion. For instance, the revelation of certain data can threaten 
privacy. Actors bound by transparency regulation can even purposefully 
make vast quantities of information visible to distract receivers from a 
piece or pieces of information they wish to conceal (so called resistant 
transparency).93 In other words, there is a delicate balance to strike.

There are also the technical and temporal limitations of transparency. 
Due to the scale and speed of the creation of these systems, when 
malfunctions occur, it is often difficult even for the creators themselves 
to detect a problem (the technical limitation).94 Additionally, depending 
on when the information is revealed, accountability varies. In order to 
understand how the system works, and be able to adequately hold the 
system accountable, one cannot only observe current information, but 
they must look at how components have interacted previously and how 
their interaction has changed over time. However, this is difficult to 
achieve if there was no ongoing surveillance of the system.95

Finally, transparency is not only about revealing and concealing data. 
It is achieved through the constant configuration and deployment of 
platforms, algorithms, and machine learning protocols. It is therefore 
an ongoing process. An algorithmic system does not simply consist of 
codes and data but of an assemblage of human and non-human actors. 
Hence algorithmic systems need to be approached as assemblages. 
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Their components cannot be addressed separately. In other words, in 
orderto discipline and regulate algorithmic systems, it is not enough 
to be able to “see into” the system; onemust understand how the entire 
system works.96

2. THE MANIFESTATIONS OF ALGORITHMIC RISK

Besides algorithmic opacity and the risks it entails, there are many 
other manifestations of algorithmic risks that we need to be aware of. 
The effects on equity, privacy, security, our physical integrity, and on 
competition are all worth mentioning. There are also specific threats 
related to automation and to extreme levels of algorithmic control 
(algocracy).

2.1 Equity - The inherent problem of algorithmic bias

There are various examples that demonstrate AI biases, which is the 
(re)generation of social bias via AI systems.97 An example from the 
labor sector is the fact that certain online advertising patterns end up 
suggesting higher-paying jobs to men than to women. In addition, facial 
recognition systems have been proven to work inaccurately for people 
of color. The famous Google Arts scandal at the beginning of 2018 is 
highly illustrative of this issue; people of color were “whitewashed” out 
of an algorithmic system that matched contemporary human faces with 
faces in famous art paintings.98 This was a reflection of (i.) biased data—
faces portrayed in the art displayed in the most prominent museums 
are predominantly Caucasian—and (ii) a failure of the technical 
(programming) teams that developed the application to identify the 
bias in the input, or at least the output. In another case, as part of an 
employee selection process, Google’s AdSense algorithm assigned lower 
scores to African- American-associated surnames “like DeShawn” and 
“[un]like Jill”.99 Indeed, the general fear is that AI replicates and amplifies 
deeply embedded inequalities in our society. More constructively, there 
is now a rising number of voices that focus on eliminating AI bias and 
exploring methods to achieve computational fairness.

Large technology companies such as Google, Amazon, Facebook, Apple, 
and Microsoft (also known as GAFAM), and China’s Baidu, AliBaba 
and Tencent (known as BAT), are all continuously involved in AI 
development. The widespread use of AI in such companies has brought 
about not only a general discussion of the power and promise that 
comes with the development of AI, but also a very targeted discussion 
of the bias that AI may generate, and how to deal with this issue at both 
the industry and societal levels. For example, diversity algorithms100 
are discussed as a potential solution for dealing with the issue at the 
industrial level.

‘ THERE ARE MANY MANIFESTATIONS 
OF ALGORITHMIC RISKS THAT WE 
NEED TO BE AWARE OF
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However, this recent focus on bias arguably implies certain challenges. 
Addressing bias as a computational problem reduces the power of its 
root cause, which stems from society. AI, data used to train algorithms, 
and the embedded societal power-structures are all interwoven. As this 
is not only a logical problem, but also a social and emotional one, it is not 
enough to approach it strictly from a logical perspective. Additionally, 
the lure of AI bias may distract from other issues.101

In conclusion, it is arguable that the proliferating AI bias debate distracts 
our communities from the bigger picture: long-term biases embedded in 
society and in human thinking that, firstly, cannot be solely attributed to 
algorithms and, secondly, cannot be solely addressed computationally. 
The existence of algorithmically generated biases and the resulting AI 
biases cannot be understood as detached from reality. Needless to say, 
the existence of algorithmic and AI biases does not suggest that we 
should not be using algorithms or create AI systems. Both algorithms 
and AI systems are simply an unavoidable but also highly desirable 
result of technological evolution. Finally, it is worth considering how 
technology can be improved in more efficient and perhaps more drastic 
ways in comparison to the ways in which human predispositions change 
and human and societal “behavior” improves. In the end, it might prove 
easier to face the challenge of algorithmically generated biases than it 
is to face complicated, multifaceted, and deeply embedded human and 
social biases.

2.2 Privacy

A crucial challenge is data privacy and security. On one hand, as data 
is stored on many devices, there is a constant risk that it may be leaked 
or hacked. Moreover, the internet has rapidly become the best way for 
advertisers to market their products to consumers via unavoidable 
pop-up ads or background wallpaper adverts. With the advent of big 
data, companies are now able to research and tailor advertisements to 
each individual person through online searches.

A vast amount of the world’s data has been generated only in the past 
decades and this speed is constantly increasing as technology advances. 
This makes it very difficult for people to track which data they share 
and with whom they share it. It is just algorithms (thus machines) 
who “read” the data and detect patterns in people’s behaviors—the 
search engine collects metadata that helps predict what people might 
do next or what they may be might be interested in and so on. That 
said, predictive analytics as a tool has greatly developed over the years. 
Machines interpreting changes in online users’ communication or 
search behavior patterns can now detect very personal information, 
including human condition and symptoms such as depression.102

What creates concern for consumers nowadays is not only the data 
collection, but also any predictive analysis based on that data. For 
instance, in media there are uses of electroencephalography to 
determine when viewers’ brains have detected an item of interest before 
the viewers themselves have consciously registered it.103

Finally, we must pose the question: Is the constant gathering of 
consumer information surveillance? Surveillance is defined as 
“purposeful, routine, systematic, and focused attention paid to personal 
details, for the sake of control, entitlement, management, influence, or 

‘ ALGORITHMS 
AND AI SYSTEMS 
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protection.”104 In the digital era we face what is called “dataveillance” 
and has been defined in simple terms as “ the systematic monitoring 
of people or groups, by means of personal data systems, in order to 
regulate or govern their behavior”.105 Although dataveillance is a form 
of mass surveillance, it can also be personal, for example, in the case of 
web browser cookies.

In sum, one might say that the very nature of our digital era challenges 
privacy: algorithms can deep search the deep web for data available 
online. Finally, with regard to other disruptive technologies—such as 
the Internet of Things and robotics, which are intrinsically linked to 
AI—there are heightened privacy concerns due to the mass amount 
of personal and sensitive data that can be gathered via camera (facial 
recognition), voice (voice recognition), and other identifiers (footprints 
etc.).

2.3 Security

Security threats manifest in many ways, from the leaking of sensitive 
or inaccurate information, to hacking, which has real physical effects 
upon people.106 Furthermore, hackers have proved able to invade 
and breach firewalls that protect users and are therefore able to steal 
information from our digital devices—from smartphones to wearable 
smart technology. For example, it was estimated that there will be 780 
million pieces of wearable technology by the end of 2019, meaning that 
roughly 780 million people could also be at risk of data security threats 
to technologies that are on their bodies. This has given governments 
and legislative bodies incentive to develop laws and rights with regards 
to wearable objects.107

Security risks include risks from malicious cyberattacks and also 
from system vulnerabilities. Cybercrimes include offences against the 
confidentiality, integrity and availability of computer data and systems, 
illegal interception, data interference, system interference and other 
misuse of devices .108 Offences can be computer-related, such as forgery 
and fraud, but also content-related—from copyright infringment 
to child pornography.109 There is also another layer of the web, the 
so-called “dark web”, usually facilitating such illegal activities.110 As 
technology advances, in some of these cases security risks can stem from 
malpractice and malicious use of algorithms and also be linked with 
abilities inherent in AI. The impacts are broad: a security breach can 

‘ WHAT CREATES CONCERN FOR 
CONSUMERS NOWADAYS IS THE 
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jeopardize privacy, dignity, safety and physical integrity of individuals. 
All of this should inspire a preventive response from cybersecurity 
regulation. Indeed, under most jurisdictions, the breaches mentioned 
above are also criminal activities. States try to combat cybercrime in 
both the domestic and international level with cooperation of various 
competent authorities.111 Finally, security breaches pose a threat to 
democracies, economic activity, and innovation. Indeed, one must not 
underestimate the use of algorithmic tools by malicious actors and/or 
totalitarian political regimes with various motives including to pose 
threats to elections and democratic dialogue on and offline. There are 
various such algorithmic tools, as for example, the spreading of fake 
news and the more pervasive deepfake technologies.112

Overall, discussions of data security are proliferating and also becoming 
more critical as more and more objects get connected to the internet—
from cars and drones to smart glasses and smart watches. Arguably both 
the data privacy and security debates are heightened as we are moving 
towards an era trending vast and seamless digital infrastructure and the 
proliferation of algorithmic uses; the era of the Internet of Things (cars, 
drones etc.) and also the Internet of Bodies (smart wearables but also 
implants).

2.4 Threats related to automation

Automation and the entry of robotics into our everyday lives has likewise 
raised a number of challenges. Bots and robots are capable of violating 
consumer protection regulations in the same way as humans are. They 
can be deceptive and also have biases, associated with algorithmic 
bias, as discussed above. This raises serious concerns about consumer 
vulnerability to possible malpractices. It is a legitimate fear, for 
example, that consumers could be falsely comforted by the seemingly 
human characteristics (compassion, empathy, etc.) of some robots and 
thus, disclose information that they assume is confidential.113

Another example is the proliferation of social media accounts associated 
with bots whose online activity can also deceive consumers. For instance, 
bots can manipulate the ratings of a product or service. Such practices, 
when targeted to manipulate consumers, are considered abusive, as 
they interfere with the consumer’s ability to understand the conditions 
or quality of a product or a service.114 Some major corporations have 
already been accused of unfair trade practices for downloading spyware 
on computers. Indeed, according to the US Federal Trade Commission, 
spyware and spybots lie under the category of deceptive and unfair 
trade practices.115

‘ HACKERS HAVE PROVED ABLE TO
INVADE AND BREACH FIREWALLS 
THAT PROTECT USERS
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2.5 Physical integrity

There are also real threats to physical integrity. Mistakes and 
malfunctions are always possible with technologies and are not easily 
dealt with by people with low or average technical capabilities. For 
example, as the Internet of Things creates interconnected systems, one 
mistake can cause a large malfunction affecting entire systems. More 
importantly, people’s health or even lives could be put at risk if heartbeat 
or insulin-providing device having been hacked. Finally, with the rise of 
smart devices, we might also see certain professions affected, integrity 
affecting our physical integrity. For example, automation reduces the 
need for human physical labor. This raises another important challenge: 
technological dependency and algocracy.

There are novel discussions about ways to (re-)integrate human 
decision-making in mechanical decision-making processes—
introducing the “human in the loop.” As Ge Wang, Stanford University 
computer scientist, puts it:

«Essentially, the human-in-the-loop approach reframes an 
automation problem as a Human-Computer Interaction (HCI) 
design problem. In turn, we’ve broadened the question of “how 
do we build a smarter system?” to “how do we incorporate useful, 
meaningful human interaction into the system?”116»

2.6 Algocracy

The inevitable growth in the use of algorithms carries a crucial risk for 
the users, as they are slowly becoming passive spectators by giving up 
control. They are therefore becoming less entitled to feeling guilty or 
proud for society’s shortcomings or accomplishments.117 Giving up our 
tasks and delegating them to machines might end up affecting the way 
in which we express our desires and even desires themselves. This could 
result in detachment, alienation, and dependence.118 A simple example 
is navigation skills—the more we depend on algorithmic navigation, in 
and outside of our cars, the worse our sense of direction and map-reading 
skills become. As a result, we become more dependent on navigation 
tools. In addition, there are concerns about the lack of transparency in 
the ways that new technologies may nudge us to affect our decisions, 
mostly as consumers, and ultimately our individual autonomy. For 
example, Facebook has experimented by intentionally controlling the 
news posts on users’ feeds in order to analyze how they influence the 
emotions of users.119

2.7 Competition

Algorithmic management, using platform-based rating and reputation 
systems, monitors the users and the providers of the platforms in ways 
that might affect competition. 

‘ THE INEVITABLE GROWTH IN THE 
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The system ultimately awards winners based on network effects and can 
also assist monopolies.

Data is becoming a commodity which can be traded by some businesses 
in exchange for money. The concentration of critical masses of data in 
the hands of certain companies results in bottlenecks. For example, 
telecom companies are organizing aggregate data in packages and 
selling them anonymously to other businesses, allegedly in the 
aggregate level, which then these data packages for marketing 
purposes. The reason companies purchase these data packages is to 
be able to target specific audiences they believe would be interested 
in buying their products. Thus, the consumer might think that the 
advertisements are competitive when in reality, they are targeted.

Finally, the effective oversight over companies that hold massive data 
monopolies is currently a central concern of both the EU competition 
and the US antitrust authorities.120 In spite of the many efforts 
to regulate global data markets, it is difficult to identify common 
standards. Standards might be structuring around different data fields 
(for example, different for health data or other sectors of sensitive 
data). We will conclude this brief mention in markets and market 
regulation with an emphasis on the notion of data sovereignty.121 
Indeed, while novel data markets and markets for data brokers are 
constantly emerging, some have started even started discussing the 
possibility of monetizing consumer data and creating new markets.122
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TOWARDS USER’S EMPOWERMENT. 
THE POLICY, ETHICAL AND LEGAL 
REACTION TO EXCESSES FROM THE 
ALGORITHM 

V 

1. OVERVIEW OF POLITICAL, SOCIAL, AND LEGAL INITIATIVES

1.1 The Declarations on “Good AI”

The growing importance of AI has led multiple international 
organizations, namely the European Union (EU), the United Nations 
(UN) and the Organization for Economic Co-operation and Development 
(OECD) to make declarations on its ethics.

The European Commission has led two key initiatives. The High-Level 
Expert Group published the “Ethics Guidelines for Trustworthy 
Artificial Intelligence”123 in April 2019, focusing on the characteristics 
that “trustworthy” AI should have. The Guidelines establish seven 
requirements all AI systems need to have to be deemed trustworthy: 
data governance, transparency, non-discrimination, sustainability, 
accountability, robustness, and human empowerment. In summary, 
trustworthy AI must be robust, ethical, and lawful.124 The EU’s second 
initiative is the Commission’s communication entitled “Artificial 
Intelligence for Europe,”125 which establishes Europe’s approach to AI 
and its initiatives for the future, so that it can “become a leader in the AI 
revolution in its own way and based on its own values.”126

Similarly to the EU, the OECD’s “Council Recommendation on 
Artificial Intelligence”127 focuses on the importance of AI systems 
being transparent, safe, sustainable, respectful of the rule of law, and 
allowing for a system of accountability. The OECD’s principles on AI 
were the foundation of the G20’s AI principles which can be found in its 
Ministerial Statement on Trade and Digital Economy.128

The UN has also been working on generating AI strategies. Since 2017, 
their International Telecommunication Union (ITU) organizes a yearly 
“AI for Good Global Summit.” This summit focuses on finding ways 
to take advantage of AI to help achieve the Sustainable Development 
Goals (SDGs), particularly with regards to mitigating climate change, 
fighting famine and hunger, improving response to disease outbreaks, 
and monitoring energy usage. To this end, the ITU has published the 
“United Nations Activities on Artificial Intelligence.”129

Finally, one of the most relevant social initiatives to define AI principles 
are the Asilomar principles developed with the 2017 Asilomar conference 
on beneficial AI.130 These principles which primarily focus on research, 
established five enumerated goals:

1_The goal of AI research should be to create not undirected intelligence, 
but beneficial intelligence; 

2_Investments in AI should be accompanied by funding for research on 
ensuring its beneficial use […];
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3_There should be constructive and healthy exchange between AI 
researchers and policy-makers;

4_A culture of cooperation, trust, and transparency should be fostered 
among researchers and developers of AI;

5_Teams developing AI systems should actively cooperate to avoid 
corner-cutting on safety standards.131

These five principles are followed by 18 more focusing on ethics and 
values including safety, transparency, responsibility, human dignity, 
personal privacy, human control, and recursive selfimprovement.

1.2 The algorithm behind data protection laws

Alongside the above political and social initiatives, so far, legislative 
action relevant to the proliferation of the use of algorithms mostly 
taken place in the sphere of data protection. The EU leads the way with 
the introduction of the General Data Protection Regulation (GDPR).132

The GDPR entered into force in April of 2018 replacing the EU’s 1995 
Data Protection Directive. It is said to be groundbreaking for it has 
established more robust—and perhaps far stricter compared to other 
jurisdictions—rules for the collection, storage, and use of personal 
information. 133 Moreover, it has addressed important gaps that existed 
in the EU’s approach to data protection and has given EU citizens 
more power to lodge complaints regarding the violation of their data 
protection rights.

Firstly, the GDPR is “stricter” because as a regulation, unlike a directive, 
it ensures the enforcement of data protection laws. While a directive 
only sets out the rules to be transferred into national law by the member 
states as they deem fit, a regulation is directly binding. It requires 
no enabling legislation to take effect but rather is the law of the EU 
member states from the moment it enters into force.134 Secondly, the 
GDPR is far harsher in punishing data protection violations than the 
Data Protection Directive of 1995. The fines (at least a range of them) 
are no longer established on a country by country basis, but rather apply 
EU wide.135 The maximum fine is 20 million euros or four percent of 
global revenue (Article 83, Paragraph 5), whichever is greater.136

Another achievement of the GDPR is that it has addressed the lack of 
regulation for foreign companies processing personal information of 
EU citizens. The GDPR establishes that all companies processing the 

‘ THE GDPR INCLUDES NEW RIGHTS 
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data of EU citizens, regardless of where the data is being processed, are 
subject to its jurisdiction.137 

The GDPR includes new rights that give citizens more power to effectively 
control their personal information. The new right to data portability 
(Article 20) also allows citizens to obtain their personal data from an 
internet service provider in a machine-readable, common-use format 
(active portability), and even have it automatically transferred from one 
service provider to another of their choice (passive portability).138

In addition, the directive introduces two new critical rights specifically 
related to algorithms. Firstly, Article 21 outlines the right to object to 
automated individual decision-making, including profiling. Article 
22 expresses the right to not be subject to a decision based solely 
on automated processing, including profiling, which may affect the 
individual legally on in other ways. According to Article 21 of the GDPR, 
data subjects have the right to object to the processing of personal data 
concerning them on grounds relating to their particular situation at any 
time (Article 21.1). In that case the data controller can no longer process 
their personal data unless they can demonstrate compelling legitimate 
reasons to do so. Furthermore, data subjects always have the right to 
object to the processing of their personal data for direct marketing 
purposes (Article 21.2). The directive also introduces new information 
duties whereby the data subjects must be specifically informed about the 
existence of automated decision-making, including profiling (Articles 
13.2.f) and 14.2.g)).

Finally, a highly significant new right ought to be mentioned in this 
guide. Article 80 is the right of representation by a body, organization, 
or association which is to be added to the wide array of remedies already 
laid out in the Directive. This paves the way for privacy class actions 
similar to those possible in countries like the United States.

2. ALGORITHMIC REGULATION PROBLEMS

2.1 Regulations vs. innovation: the intellectual property 
implications

Another important sphere of legislative action when it comes to the 
use of algorithms is intellectual property (IP). It refers to intangible 
works created by human minds. Intellectual property rights—copyright, 
patents, trademarks, industrial designs—exist to protect the interests 
of creators over their original creations and to reward and incentivize 
further creativity and innovation. Copyright, for example, protects 
authors’ rights over their intellectual or artistic work. These rights 

‘ ALGORITHMS ARE ALSO CREATIONS 
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include moral rights (no one can steal credit from the author) and 
economic rights (no one can gain financial reward from the use of the 
work without the author’s consent).139

Algorithms are also creations of the human mind and as such can be 
protected under intellectual property rights. Arguably, developers would 
not be motivated to invest their time, effort, and resources into creating 
algorithms if they were not sure that they would gain recognition and 
financial reward for the investment. 

Certain manifestations of algorithms are easier to regulate than others. 
For instance, computer programs are easy to regulate. Many countries, 
including those in the EU, have already developed copyright laws for 
computer programs and the World Intellectual Property Organization 
(WIPO) has included computer programs in its Copyright Treaty of 
1996.140 However it is far more difficult to incorporate AI into intellectual 
property laws. How can artistic works or inventions generated from 
AI be protected? After all, copyright, patents, industrial design, and 
trademarks only protect creations of the human mind. Can AI be an 
author or an inventor in and of itself? Must a link be made between the 
final product and the data that was initially inputted? WIPO Director 
General Francis Gurry has stated that “the question is at what stage 
do we attribute value to the human origin of data? We don’t yet have 
answers to that question.”141
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Furthermore, since data is crucial for the development of AI, there has 
been much discussion with regard to protecting access to data, as well 
as its ownership. While some advocate the free flow of data in order to 
enable faster growth of AI, others insist that data must be protected 
under IP laws in order to ensure that people are incentivized to invest 
in AI.142

Finally, another challenge with regulating AI under IP laws is the fast 
development of AI. Since AI is constantly evolving, it is very likely that 
the IP rights that might be applicable now will no longer be relevant in 
the future.143

Despite the fact that it is very difficult to incorporate AI into the 
existing IP framework, trust in the current IP system must be reaffirmed, 
irrespective of the fact that new layers may need to be added to IP law 
to comprehensively address AI, especially at an international level.144

2.2 Other regulatory conflicts: consumer protection, 
competition, and privacy

The implications for data protection, as discussed above, are even more 
serious and inevitably linked to our fundamental right to privacy. The 
right to privacy, or right to be left alone,145 manifests in many ways: the 
right to control the collection of our data; the right to demand that our 
data is not being collected or that it is deleted from third-party databases; 
and the right to be forgotten (also protected under Article 17 of the 
GDPR under certain circumstances).146 When we think of commercial 
practices for data collection, for example tracking and targeted 
advertising, one can see the obvious conflict. Market competition drives 
various actors towards more data collection and (re)usage. Perhaps one 
of the biggest challenges of our era is how to protect the individual 
amidst this phenomenon. This is particularly puzzling when we think 
of the numerous ways and instances in which we voluntarily hand out 
our data (commonly for free) in exchange for products and services that 
provide convenience. The most obvious example is our data footprints 
that are being collected on a daily basis from the various paid or free 
applications on our phones and other connected devices. 

As well as data protection laws, consumer protection laws must also 
reflect the new needs of the data economy. The aforementioned 
possibilities for tracking consumer preferences particularly call for 
regulation to tackle the phenomenon of targeted and personalized 
pricing. Dynamic pricing, based on the number of personal visits to a 
webpage, while a customer is looking for airline tickets or hotels, for 
example, is highly problematic, especially when targeting traditionally 
vulnerable consumer groups.147 It is the role of consumer protection laws, 
in conjunction with the aforementioned data protection guarantees, to 
address such opaque market practices. 

Finally, competition regulation must keep the power of big tech 
monopolies in check. In the European context both the EU and the 
national competition authorities and courts apply competition law to 
ensure that powerful companies such as Amazon, Google, and Apple 
do not use algorithms to squash potential competitors.148 Competition 
law is generally applicable when powerful companies abuse their 
authority or engage in illegal behaviors within the market, such as price 
fixing. Ensuring a healthy and competitive market is key both for the 
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protection of consumers and for the protection of the market itself. 
A healthy market fosters the possibility for new market entrants and 
innovation that ultimately benefits again the consumer with low prices 
and high-quality products and services.

3. THE MOST COMMON ETHICAL AND LEGAL AI PRINCIPLES

3.1. Respect for human dignity, personal identity, and human 
rights

EU constitutions, together with so many others all over the world, 
enshrine the right to human dignity. For example, the notion of human 
dignity (“Würde des Menschen”) is especially relevant for example 
in the 1949 German Constitution, which acted as a model for explicit 
protection of the right to dignity for many other constitutions around 
Europe. 149 

We have discussed the notion of algocracy and algorithmic control 
above. However, we should add that algorithmic control is also quite 
important also in light of the right to dignity, which is protected 
by various European constitutions. Yet, with the rise of algorithmic 
control, respect for such rights is slowly deteriorating. In other words, 
the greater the algorithmic control, the greater the risk to our right to 
dignity.

Algorithms, when not applied and used properly, have the potential 
to harm individual rights. This is the case when algorithmic systems 
harm vulnerable members of society, inadvertently worsening current 
social injustices, particularly with regards to sexist and racist biases.150 
Indeed, “algorithms learn from historical data and thus also learn from 
our past... unfairness and injustice in our world is reflected in the data 
fed into these algorithms.”151 Many terms have been used to discuss 
this phenomena, mainly the aforementioned notion of algorithmic 
bias, but also that of data violence. Although the term “data violence” 
may seem over-dramatic, it seeks to describe the harmful consequences 
of flawed data gathering and algorithmic processes. For instance, the 
body scanners used at airports often identify transgender people and 
other vulnerable or minority groups as threats,152 a phenomenon that 
is extremely challenging not only from a discrimination standpoint but 
also from an ethical perspective.

Together with dignity and other human rights, the need to protect 
personal identity is also extremely important. As mentioned in the 
introduction to this guide, technological advancements can affect not 
only how we relate with others, but also how we relate to ourselves. In 
order to retain our human identity in an algorithmic society, we must 
need to preserve human identity (and humanism) in the algorithmic 
context.153

Nevertheless, it is important to reflect on the fact that algorithmic 
control is not always negative, or rather, is not always incompatible 
with our right to dignity. For instance, in the medical field, AI is used 
to detect DNA mutations in tumors, predict heart attacks, diagnose and 
detect cancer, keep track of and record a patient’s vitals, predict suicide 
risks, and predict the risk of dying. In these cases, algorithmic control 
is being used to reinforce fundamental human rights by improving our 
access to healthcare.154 Therefore, at least from a medical perspective, 
the exponential growth of the use of algorithms is also a great advantage. 
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Finally, it is worth noting again that, arguably, algorithmic bias and 
algorithmic mistakes are easier to solve than human prejudice and long 
embedded social injustices.155

3.2. Fairness and transparency

How do we ensure that decisions made by algorithms are fair and 
representative of the desired goal? We may start by looking at the 
difference between an algorithmic decision and a human one.

The main difference between decisions made by an algorithm and a 
human is that an algorithm does not readily provide an explanation 
for the decision made. Human decisions might not necessarily carry 
explanations with them, but it is generally easier to inquire about an 
explanation for a human decision than an algorithmic one. Through the 
data inputs and the learning tools they develop, however, algorithms 
also in a sense “make decisions.” In a way, this process reflects what 
human developers have designed them for, albeit the explanation of this 
process is far from straightforward. Without explanation, the process 
leading to algorithmic decisions is very much like a “black box.”

Nevertheless, there is not yet a general standard of transparency for 
algorithms to base themselves on. While the notion of transparency 
could be subject to many interpretations, there is a general need for 
transparency when it comes to the algorithmic process(es): a need to 
understand what happens in between the input and the output phase—
that is, what is inside the “black box.”156

The EU’s GDPR is a good example of legislative progress in this 
respect.157 As seen above, the GDPR ensures data subjects certain rights 
to information, whether personal data is collected directly from the 
data subject or obtained from third parties (Articles 13 and 14). Such 
rights, and in particular the right to be informed about the existence of 
automated decision making, including profiling, have been compared to 
the nutritional information that consumers can generally find in food 
packaging.158 In other words, an individual should know how intelligence 
is being managed by a particular organization and how this may directly 
affect them.159 As also mentioned above, the GDPR outlines clear rights 
to object to profile tracking and to not being subject of decisions based 
on automated individual decision making (Articles 21 and 22).

For a whole number of reasons, particularly regarding protection 
against privacy invading algorithms, GDPR has definitely become the 
global standard for data protection. 

Hence, there is a clear need for algorithmic transparency which would 
in turn lead to algorithmic accountability.

‘ HUMAN VS. ALGORITHMIC 
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3.3 Algorithmic accountability: the right to an explanation

Following the GDPR standards, algorithmic transparency is ensured 
by clear rights to explanation for data subjects. Algorithms should, for 
example, provide the general public with a “counterfactual explanation” 
for the decisions made, including the reasons that led them to make 
the particular decision.160 Moreover, there is a stipulation that these 
explanations provided by the algorithms should prove whether the 
decision was made on biased assumptions by the algorithm. 

On the other hand, these explanations could not be as useful for, for 
example, providing a “recourse” for consumers to change the outcome 
of a decision made by an algorithm. But again, this does not necessarily 
guarantee the fairness of the algorithmic decision.161

For AI to come with explanations and ideally unbiased results, an 
analysis of the source of the algorithms must be considered. Indeed, 
as explained earlier, it is the input data that fuels those decisions. 
Algorithms learn through the data fed into them. Thus, the correct 
questions to pose, also in the case of transparency and accountability 
are the following: What type of data should be fed into algorithms for 
them to learn and interpret without (any) incorrect judgement? How do 
we ensure transparency during the input of data and during the process 
that leads to output(s)? And, perhaps more importantly, who should be 
the competent authority or other stakeholder to do so?

Who will authoritatively answer the questions above? Determining 
the key stakeholders and competent authorities is key when it comes 
to protecting citizens’ individual rights and guaranteeing algorithmic 
transparency. To execute this delicate task effectively, it would be 
advisable that all the parties interested and also affected by algorithms 
participate in a constructive dialogue. Regarding regulation, in order 
to adhere to the complexity of the issues that arise, government 
intervention might not be the only reliable source of regulation. 
Collaboration with civil society and with the private sector are key. Such 
a combination can be referred to as “multistakeholderism,” a notion of 
governance already known to the very founders of the internet162 and 
subsequently used as the predominant model of Internet Governance. 
This “non-traditional form”163 of regulation involves, at one end, the 
private sector and civil society, and at the other, the government. From 
an institutional perspective, this should also include the different bodies 
of the government, such as the legislative bodies as well as the judiciary. 
Finally, institutions such as citizens’ ombudsmen may also play a role.164 
Key stakeholders are also the various civil society organizations—from 
formal non-profit associations to informal citizens’ initiatives—who are 
both independent stakeholders and relevant intermediaries between 
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the government and other private stakeholders. They can be used to 
monitor the activity of the administration and public authorities165 and 
further ensure algorithmic transparency and accountability.166

Overall, multistakeholderism brings about many benefits which “unlike 
traditional policy processes” include openness, transparency, diversity 
of opinions, inclusivity, and “the broad-based collaboration and equal 
participation of those affected in decision making on a particular 
issue.” 167 168 Furthermore, multistakeholderism enhances transparency, 
which as we have seen, is a top priority. Another valid argument is that 
government bodies as such may not have the expertise to regulate a field 
where transparency and various levels of technological experise is critically 
required. Thus, in addition to working with civil society and with the 
private sector, collaboration with experts is equally as crucial. By experts, 
we mean those who can easily understand and explain (or “translate”) 
scientificor technical details to less expert but equally as affected groups.
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OUR PROPOSAL FOR GOOD 
ALGORITHMIC PRINCIPLES

Having explored the opportunities and threats that come with the 
widespread use of algorithms, along with the most common ethical 
and legal concerns surrounding them and their use of data, we propose 
the following principles to ensure that algorithms benefit, rather than 
harm, civil society:

1. ADHERING TO THE GOOD DATA PRINCIPLE

“Good data” refers to the principle of collecting data in an ethical 
and just manner in an age where governments and private companies 
gather masses of data about individuals, often using questionable and 
opaque methods.169 For instance, Facebook has been scrutinized for 
selling information collected from its users to third-parties without the 
consent. A more recent example is the federal lawsuit launched in the 
US against Amazon after Alexa, its virtual assistant, recorded children 
without their consent.170 The idea is to use “good data” to develop a 
fair and just digital society, which is crucial as societies and economies 
become increasingly digitized.

1.1 What exactly is “good data”?

To begin with, “good data” is data that is fit for a certain purpose. 
This means that in order for data to be “good”, only data that meets 
consumer’s and data producer’s specific needs should be collected, 
thus abandoning the common policy of collecting as much data as 
possible. Within this, “good data” should openly outline who funded the 
collection and who collected the data, the original purpose of the data 
collection, when the data was collected, and how it was processed, to 
ensure maximum transparency.171 Furthermore, “good data” measures 
uncertainty and acknowledges limitations. 
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We tend to blindly trust data but this can generate misleading 
conclusions. Data, just like everything else, has its flaws and limitations. 
Therefore, “good data” collectors should explain these uncertainties 
and limitations so that data used for decision making is more accurate 
and informed.172 

Moreover, “good data” must be readable for everyone, which means 
that it must be written in open formats, including .txt, .csv, .html and 
.mp3. It is also important that “good data” meets the fair(er) criteria: 
findable, accessible, interoperable, reusable, ethical, and revisable.173 
For instance, it must be revisable so that older versions of data can 
be decommissioned once it is no longer useful. In this way, data can 
be changed over time to maximize its utility and ensure that it is 
up-to-date.174

Another important characteristic of “good data” is that it is reproducible, 
as data cannot be deemed reliable if, when it is collected a second time, 
produces completely different results. Additionally, “good data” is 
timely, which means that it should be published as soon as possible after 
collection and composition.175 Such data must also be appropriately 
licensed to avoid ambiguity surrounding it purpose. Perhaps the most 
important characteristic of “good data” is that it must respect a variety 
of rights when collected, including human and in particular privacy 
rights, as well as property rights.176 Linked to this, “good data” must 
also be published openly and when necessary, anonymously, so that the 
privacy of individuals is maintained.

Since 1995, the EU has taken steps to promote “good data,” as presented 
above, and protect individuals’ data. Nowadays, the GDPR gives citizens 
greater control over their personal data. Its Article 1 contains many 
principles indeed grounded on the spirit of “good data”, such as the 
fairness, transparency, purpose limitation, minimization, accuracy, and 
accountability of data processing activities. Thus, as we have seen, the 
GDPR obliges organizations to provide citizens with clear information 
regarding how they process data, including: why the data was collected, 
how long the data will be stored, with whom the data will be shared, 
their rights with regards to the data concerned, how to retract their 
consent if it has already been provided, if their data will be transferred 
outside of the EU, and how to contact the organization processing their 
data. The GDPR also allows citizens to request organizations to update 
their data about them, meeting the “revisable” criteria of “good data” or 
to completely delete it altogether.177

1.2 The relationship between “good data” and the expansion 
of rights and freedoms

As previously explained, “good data” revolves around the ethical and 
just collection and publication of data, to protect and expand the rights 
and freedoms of individuals whose data is collected. This means that 
with the implementation of “good data,” citizens will have power over 
their own data, particularly in relation to the purpose of data collection. 
With the growing importance of AI and big data, and increasing concerns 
surrounding corporations’ indiscriminate data gathering, “good data” 
can become a key tool for implementing ethical practices in the world 
of data collection and publication, no doubt ensured by its inclusion 
in critical pieces of legislation such as the GDPR with the subsequent 
necessary enforcement.
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1.3 “Good data” is also sustainable data

Finally, we must also mention sustainability. The more we learn about 
e-waste and the environmental impact that our digital footprint has 
on the planet, the more we need to stress that “good data” need also 
be sustainable data. Excessive energy consumption—for example, in 
the case of bitcoin mining—is a serious issue to be considered as we 
evaluate what “good data” is. While exercising caution when it comes to 
data and the environment, there are also productive ways to think of the 
data-sustainability relationship. For example, using big data to promote 
sustainable development goals.178

2. RESPECTING PRINCIPLES OF TRANSPARENCY 
AND EXPLAINABILITY

As discussed above, clear standards of transparency, together with the 
right to an explanation, will ensure algorithmic accountability. Citizens, 
as data subjects, need to not only be informed about the algorithmic uses 
of their data, but also in control of the processes involved. Principles 
of transparency and explainability guarantee such control. This will 
ultimately lead to a greater level of respect toward individual privacy 
and autonomy.

3. RESPECTING INDIVIDUAL PRIVACY AND AUTONOMY

From a broader perspective, the use of “good data” together with high 
levels of data protection, ensured by principles of transparency and 
explainability, are all methods that promote individual privacy. Privacy 
can be seen as a goal but also as a means to an even greater end: that 
of individual autonomy. While the notion of privacy is somewhat 
defensive, autonomy is more forward-looking as it empowers citizens. 
By extension, civil society must be protected at all costs due to the fact 
that autonomy leads to initiative and innovation.

4. EDUCATIONAL CHALLENGE

A society whose systems and procedures can reach an increasing degree 
of artificial intervention, while communicating consistent values, must 
effectively cultivate new skills to its citizens and promote knowledge 
and education. It would be necessary to incorporate the fundamental 
technical and other concepts discuss as well as the good algorithmic 
principles in the processes of education at earlier and more advanced 
stages. Accordingly, we can expect that educators must assume new ethical 
responsibilities in their relationship with younger generations (who are 
now all digital native generations) developing notions of coexistence with 
technology and understanding algorithms’ most common applications in 
daily life and the threats and opportunities that come along.
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CONCLUSION.
A DECALOGUE OF MAXIMS

VII 

We will conclude with a list of critical observations and recommendations, 
in the form of maxims, to be further assessed by the readers of this 
guide. In our proposed “decalogue of maxims” we have incorporated 
the notions promoted by this guide—algo-awareness, transparency and 
accountability, and the principle of “good data”, and the need for high 
standards for data protection and sustainability. Fair and sustainable use 
of algorithms and data is key for innovation that benefits humankind.

Relying on machines to complete tasks is undoubtedly convenient 
but could result in detachment, alienation, and dependence—in other 
words, in algorithmic control of humans. We also support awareness 
among civil society actors, participation, and multi-stakeholder 
dialogue in order to avoid such algorithmic control and, instead, ensure 
that humans remain in control of algorithms.

1_ Human Dignity: While embracing the benefits of algorithms and 
technological progress, human dignity should remain uncompromised.

2_Human Control Over Algorithms: Humans must exercise control 
over algorithms (and not the other way around). To avoid detachment 
and ensure human control, reliance on machines should only take place 
when it is guaranteed to benefit humankind.

3_Algo-Awareness: The use of algorithms is widespread and 
advantageous. Algo-awareness will help us face the risks and threats 
that come with algorithms (including threats to equity, privacy, security, 
and physical integrity) while also enjoying the benefits.

4_ Algorithmic Transparency: Algorithmic transparency is the first step 
toward fighting opacity.

5_Algorithmic Accountability: Transparency should be coupled with 
algorithmic accountability.

5_Civil Society: Multi-stakeholder dialogue and civil society 
engagement are paramount to ensure human-centric policies that 
combat algorithmic control.

7_“Good Data”: We can combat algorithmic biases by adhering to a 
“good data” principle meeting the fair(er) criteria: findable, accessible, 
interoperable, reusable, ethical, and revisable.

8_ Privacy: We must maintain high standards of privacy and data 
protection, following the guidance of protective frameworks and 
avoiding race-to-the-bottom scenarios.

9_Data Sustainability: We must maintain high standards of 
environmental protection and sustainability.

10_Innovation: Fair and sustainable use of algorithms and data is key 
for innovation that serves the needs of humankind.
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