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This report is an integral component of Tech4Democracy, 
a global initiative led by IE University in partnership 
with the U.S. Department of State that was incorporated 
into The Summit(s) for Democracy launched in 2021  
by President Biden. The initiative showcased its 
achievements in March 2023 at the Second Summit  
for Democracy in Washington, DC.

Many academic institutions, think tanks, and other 
organizations joined this ambitious effort to harness 
the power of technology for social good that became a 
tangible reality thanks to Microsoft’s strategic support.

The ultimate goal of Tech4Democracy is to engage different 
communities—international organizations, governments, 
businesses, innovators, investors, academia, and civil 
society as a whole —to strengthen our democracies 
through technological innovation and actively address 
the future needs of our political systems.

The first key goal of Tech4Democracy is to raise awareness 
about why democracy matters in an age of absolute 
technological disruption. A prime example is the swift 
deployment of OpenAI’s ChatGPT, a Sputnik moment 
in the technological race. It is critical that we appreciate 
how emerging technologies have profound implications 
not only on prosperity, but also on the balances of power, 
the guiding principles of politics, the determinants of 
peace and security, and how we understand “humanity”.

This is particularly important in an era when autocrats, 
nationalists, and populists around the world are gaining 
prominence. These groups are exploiting rapid changes 
brought by new technologies to undermine democratic 
systems and processes. As has been said by so many: 
Technology favors tyranny. Much has been written and 
discussed about how “in the coming few years either 
tech will destroy democracy and the social order as we 
know it, or politics will stamp its authority (…), [such 
that it is] becoming increasingly clear that technology 
is currently winning this battle (…).”1 Some experts are 
echoing the sentiment that emerging and disruptive 
technologies could do more for autocracy than for 
democracy, as autocracies are unconstrained by 
“regulation with teeth” on privacy, data protection, 
equality, inclusion, or tech literacy. However, these 
experts are also making a case for how technology and 
AI can work to support democracy.2 

Critical thinking about technology capabilities is all the 
more crucial and acquires growing relevance in social 
and democratic states governed by the rule of law. It is 
an are to be preserved and, probably in the near future, 
legally protected. Liberal democracies can leverage and 
generate citizen trust across diverse regional latitudes 
and work together with an empowered civil society, 
including academia, and an engaged private sector guided 
by the SDGs and ESG principles. Such technologies as AI 
will automatically convert unstructured information into 
actionable knowledge. But wisdom, as well as consciousness, 
will always belong to a tech-literate citizenry.

FOREWORD 
– IRENE BLÁZQUEZ-NAVARRO
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In an era of revisionism of the international liberal order 
and great competition for power, democracies must be 
able to revamp and effectively deliver to their citizens. 
This imperative becomes all the more critical as 
technology emerges as not only a distinct domain within 
international relations, but also one that significantly 
shapes a unique framework of international law and 
diplomatic relations. Such a framework is poised to take 
shape, mirroring the ongoing development of international 
environmental and climate law.

But “revamping democracy” remains a hollow phrase. 
Questions about how to modernize democracies  
and ensure not only “tech4democracy” but also 
“democracy4tech”3 remain vital. Throughout history, 
democracies have consistently led in the provision of 
global public goods and have enhanced freedom, 
security, and prosperity for their citizens. Ensuring that 
the prevailing law accurately reflects the general will of 
the people is key to this success. Democracies also 
uphold the principle of legality that guarantees the 
division of powers. Public authorities’ actions are subject 
to independent judicial control to prevent arbitrary 
overreach. Additionally, democracies prioritize the legal 
protection and effective realization of fundamental 
rights and freedoms.4How can our current democracies 
deliver and make progress as successful political system 
in a context of technological disruption?

This question informs the second main goal of the 
Tech4Democracy initiative: developing specific strategies 
to strengthen democracy through the use of technology. 
This approach not only embraces technological disruption, 
but also anticipates areas where technology can 
effectively enhance such democratic principles as checks 
and balances, respect for political rights and civil 
liberties, and informed debate.

Tech4Democracy aims to imbue “democracy-affirming 
technologies” with substance as well as actionable and 
enforceable qualities. This fresh concept born from the 
launch of the Summit for Democracy in 2021 presented 
a tremendous opportunity for those of us operating at 
the intersection of technology and policy, whether in 
government, private sector, entrepreneurial ventures, 
academia, or social media. To map the boundaries of 
democracy-affirming technologies for the very first 

time, we made the deliberate choice to launch this 
process within a distinctive space: entrepreneurship and 
innovation. This space serves as an ideal barometer for 
significant change trends and allows us to capture the 
pulse of emerging trends.

The entrepreneurship space, as beacon of change, 
provided valuable insights and outcomes to identify and 
refine the essential components of this emerging concept. 
In a sector teeming with talent where creatives and 
pioneering minds converge, technology intertwines with 
the pursuit of knowledge and the creation of transformative 
societal spaces. IE University holds the distinguished rank 
of fourth in the world and first in Europe by the Financial 
Times in the field of entrepreneurship and innovation, 
so it was only natural that this exercise should start there.

Between 2022 and 2023, Tech4Democracy conducted a 
Global Entrepreneurship Challenge to select promising 
innovators committed to fostering technology for social 
good through competitions (Venture Days) held on all 
five continents. Utilizing this sample as a foundation, 
we have built the initial framework for the category of 
democracy-affirming technologies. More than 300 
startups from 66 countries participated in the Global 
Entrepreneurship Challenge and attended competitions 
in Madrid, Bogota, Stanford, Delhi, and Cape Town. 
Prominent academics, thinkers, and investors joined 
the juries. Featured keynote speakers included Jacinda 
Ardern, former Prime Minister of New Zealand, 
Samantha Power, Administrator of USAID, and Vitalik 
Buterin, Founder of Ethereum.

The framework is informed by the experiences of the 
Global Entrepreneurship Challenge and the drafting of the 
report itself. It is, moreover, consistent with the liberal 
principles of technological humanism and the principles 
of progress, innovation and justice that it enshrines. 

A technological humanism means placing 
individuals and their fundamental rights 
and freedoms at the center and making 
them the unit by which both the progress 
driven by new technologies and the 
challenges they pose are measured.
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To contribute to the crystallization of this category, we 
propose the comprehensive definition that encompasses 
both procedural and finalistic aspects as well as the 
entire life cycle of the technology, starting from its 
ideation phase through implementation and reaching 
its peak, the purpose and utilization of the technology, 
and the effects it generates, with particular emphasis 
on unintended consequences and existential risks:

A scrutiny of the suitability, ability, and capacity of these 
technologies to promote these pillars will be required 
and could well follow the model of international 
standards developed and certified by the International 
Organization for Standardization.

At a crucial juncture marked by such impending 
regulations as the approval of significant measures like 
the EU AI Act the precise delineation of categories of 
this cross-cutting and encompassing nature remains to 
be determined. These categories span across the various 
political systems, each with their own distinct regional 
priorities and technology diplomacy agendas.

Were democracy-affirming technologies to establish a 
foundational framework that garners a resolute and robust 
international consensus and were the Tech4Democracy 
community to continue to flourish with the significant 
momentum of recent accomplishments, we could then 
forge ahead to progressively identify and refine the 
essential components of these technologies. This, in 
turn, would provide a valuable benchmark of best 
practices for all the communities mentioned in this 
foreword at their different levels of competence, 
responsibility, and commited interest.

Moreover, democracies should cooperate to establish a 
shared set of rules and norms pertaining to new 
technologies. This would lay the groundwork for a 
Universal Declaration of Human Technology Rights 
fostered under the auspices of the United Nations and 
upheld by a global monitoring agency.

A new plan is needed to adapt democracy to tech and 
vice versa: new global governance and regulation,  
new codes of conduct for the tech industry, new rights 
and obligations, and new public agencies, bodies and 
institutions.5

Efforts should be directed toward devising effective 
strategies to bridge the gaps created by rapid technological 
advancements that often outpace the finely tuned responses 
of democratic societies. 

Democracy-affirming technologies 
are intentionally designed, 
developed, and deployed to actively 
promote and uphold a set of 
fundamental values, principles, and 
rights. These essential components 
encompass the right to liberty and 
personal autonomy, the protection 
of privacy and private data, the 
principles of inclusion and equitable 
access, the dissemination of 
truthful information, the fostering 
of citizens’ tech critical thinking, the 
utilization of technology to enhance 
legislative bodies, participation in 
free elections, the separation of 
powers, the principle of legality, and 
the safeguarding the rule of law.
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Simultaneously, there is a need to prioritize the 
application of cutting-edge, emerging, and 
disruptive critical technologies to key sectors 
that require institutional commitment and 
reinforcement to serving the ultimate purpose 
of delivering social good.

This report contributes to the two main objectives of 
the Tech4Democracy initiative, namely to raise 
awareness about why democracy matters and to develop 
specific strategies to strengthen democracy through the 
use of technology that cultivates informed situational 
knowledge about the importance of fostering a future 
for democracy in an era of technological disruption. The 
report also includes a summary of the continental 
competitions held to identify “innovators for democracy” 
around the world, a Tech4Democracy Radar. We were 
moved by the desire to establish synergies between 
awareness and avenues of action.

Both the Tech4Democracy initiative and this report date 
in their origin and related development to the end of 
2021. They do not address head-on the “constitutional 
moment” that the foundation models, including 
generative AI, have brought about since March 2023. 
Another key issue in the current debate is left out of this 
document. I refer here to what many call digital public 
infrastructures, with an estimated eight distinct 
attributes for providing global public goods:6 enabling 
SDGs, inclusive, citizen-centric, trustworthy, supportive 
of innovation, interoperable, resilient, and politically 
viable.7 Finally, the report flags a window of opportunity 
to summon voices from democracies around the world 
in the future when heretofore in geopolitics the focus 
has been given to the Euro-Atlantic vision.

The report begins with an introduction by Jeremy Cliffe. 
Working from the premise that all technology is human, 
Cliffe explores the increasing divisions in democratic 
societies. His thesis contends that democracy-affirming 
technologies are surprisingly under-explored, and he 
cites the Tech4Democracy-Global Entrepreneurship 
Challenge as a model for technologies and applications 
that can support democratic resilience. Cliffe reminds us 

that there is such verve and originality out there that 
the challenge lies in harnessing these for the task at hand.

The backbone of this report is the Tech4Democracy Radar 
developed by Darío García de Viedma and Alex Roche. 
This radar uses the international sample from the startup 
ecosystem to show how the sector is using existing 
technologies to build applications that support democracy. 
The authors observe that there is no deliberate effort to 
create democracy-affirming technologies per se. This 
leads them to consider a wide range of interpretations 
about the potential risks and opportunities that come 
with the ongoing development and establishment of 
democracy-affirming technologies. Sixteen categories 
of technologies with a varying degree of sophistication 
(NLP, DLT, ML, quantum computing, AR, VR, etc.) are 
taken into account and are measured in light of the 
patents they are granted. García de Viedma’s and Roche’s 
essay is sure to insightful and raise further proposals.

After this introduction, the report unfolds in two sections 
on the governance of technology and the rights that 
technology has to strengthen to foster the technological 
humanism discussed above. It concludes with a piece on 
the new social contract required by this technological 
transformation. “Geopolitics, Governance and Diplomacy 
of Technology: Recent Trends” comprises contributions 
by Cathryn Clüver Ashbrook, Ignacio Torreblanca, Tyson 
Barker, Maria Paz Canales, and Trisha Ray.

Clüver opens with the big picture: technology is becoming 
the frontline of geopolitical competition and control. 
She presents us with avenues for the governance of 
technology that advocate, in toto, a “patched and 
‘nodalized’ governance structure” instead of a wider 
governance structure. Subsequent contributions are a 
logical continuation of Clüver’s portico that deepen and 
explore the discussion of how technological governance 
will be shaped in the context of accelerating rivalry 
between democracies and autocracies.
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These are rich essays because of the diversity they 
represent in their regional approach and, thus, to a large 
extent, “principled” approach. Torreblanca, asks us an 
always topical question (especially for convinced pro-
Europeans such as myself) in connection with Cliffe’s 
presentation of statistics on the decline of democracy: 
Is the EU a force for (digital) good?

Barker continues with an essay on the EU/USA transatlantic 
relationship as mediated by the Trade and Technology 
Council (TTC), where technological issues that go 
beyond the “trade” label are settled; this is always the 
deciding body when it comes to technology because it 
crosses all domains, including security and defense, 
politics, and prosperity. The fourth summit of the TTC 
in Sweden, May 30-31, addressed an AI roadmap and a 
warning mechanism for disruptions in semiconductor 
supply chains.

The chapter also incorporates a regional perspective. 
Canales draws attention to the need to re-balance the 
relationship between north and south to ensure the 
protection of digital rights across the globe. Here, this 

global south refers to any stakeholder from less developed 
countries that are in majority, but not exclusively, located 
in the southern hemisphere. As Canales underlines, 
most of the world’s inhabitants are located in those 
jurisdictions.

The first section ends with Trisha Ray’s thesis: there is 
a limiting Eurocentric, Americentric perspective about 
what the “correct” practice of democracy should be. She 
discusses how digital technologies have improved 
government service delivery, enhanced transparency, 
enabled wider political participation, and provided 
spaces for underrepresented voices in Asia.

The second section, “Deployment and Regulation of 
Technology to Ensure Rights,” is more closely tied to the 
overarching vision of technological humanism that forms 
the foundation of the suggested approach to the concept 
of democracy-affirming technologies. Contributions by 
Daniel Innerarity, D.J. Flynn, Marcin Kilanowski, and 
Peter Loewen, highlight that data, truthful information, 
and tech literacy are core elements that must be addressed 
by democracy-affirming technologies.
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Innerarity argues that the resilience of politics as a 
human activity cannot be replaced by technology, 
though it should undoubtedly benefit from it. In this 
sense, Flynn addresses the role of an informed public in 
democratic systems and argues that its functioning 
depends in large part on an informed citizenry. He also 
discusses three recent changes in the information 
environment: media fragmentation and selective 
exposure; social and media polarization; and fake news 
and opinion distortion.

Two successive pieces can be read as the flipped sides of 
a coin. Whereas Kilanowski deals with a series of rights 
of the citizen, namely right to truth, right to privacy, and 
right to know, Lowen puts argues that public authorities 
need to understand the preferences of their administrators 
to democratically deliver. Governments should know as 
much about what citizens want and think as possible 
such that they can perform better. Lowen distinguishes 
between this goal and a surveillance State.

Elisabeth Braw’s essay on “The Need for a New Social 
Contract” is included as a conclusion. As the author 
explains, technological transformation has created a 
new empowered citizen who must be heard through 
various platforms.

As a coda, I would like to stress that Tech4Democracy 
is a global initiative aimed at leveraging technology to 
defend and promote democracy today and for future 
generations. The urgency of our call to action has 
become clear with recent events, including the 
aggression against Ukraine. If democracies must revamp 
in an era of great power competition with autocratic 
regimes, then technology must play a significant role.

Technology drives the world at an 
unprecedented speed. This can be for the 
better if properly guided and governed.  
It is up to us to anticipate how the use of 
technology can serve our rights and 
principles and to determine the steps that 
need to be taken to guarantee that 
democracy as a political system thrives.

Time is of the essence, and we all have a crucial role to 
play. If we want democracy to succeed in continuing to 
deliver global public goods, we must align technology 
with the best interests of humankind and build alliances 
that mobilize the tech for social good and progress for 
geopolitical leadership.
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The early years of the internet were marked by a profound 
optimism about the liberating and democratizing 
potential of new digital technologies as tools for greater 
human connection and civic interaction. Yet over the 
subsequent decades that optimism has curdled into a 
skepticism—often well-founded—about their impact as 
the scourges of disinformation, polarization and 
fragmentation have taken hold on political systems 
around the world. Meanwhile that same period has 
revealed the failures of many conventional methods of 
democracy promotion, including ones using the top-
down exercise of hard or soft power. This is what makes 
democracy-enhancing technologies essential: new 
applications of cutting-edge digital developments that 
once more harness these to the cause of open and 
pluralistic political systems, in manners widely illustrated 
through the Tech4Democracy Global Entrepreneurship 
Challenge.

“ Information is the oxygen of the modern 
age. It seeps through the walls topped 
with barbed wire. It wafts across the 
electrified, booby-trapped borders. […]  
The Goliath of totalitarian control will 
rapidly be brought down by the David  
of the microchip.”  

– RONALD REAGAN, 13 JUNE 1989

“ We must shape the rules that will govern 
the advance of technologies and the 
norms of behavior in cyberspace, artificial 
intelligence, biotechnology, so they are 
used to lift people up, not used to pin 
them down.”  

– JOE BIDEN, 19 FEBRUARY 2021

WHAT ARE DEMOCRACY-AFFIRMING 
TECHNOLOGIES?

More separates the above two quotes by US Presidents 
than time alone. The first was delivered in a speech in 
London five months before the fall of the Berlin Wall, a 
time of growing confidence in the march of democratic 
systems of society and government. President Ronald 
Reagan’s faith in the “David of the microchip” spoke of 
the prevailing optimism about the role technology 
would play in that march as the computing revolution 
took off.

The second quote, made by President Joe Biden to the 
2021 Munich Security Conference in the shadow of the 
January 6 storming of the Capitol, captures democracy’s 
struggles three decades on and the widespread concerns 
that the flourishing of new technologies in that period 
have, as the President put it, “pinned people down”. The 
relationship between democracy and technology has 
proven more conflictual than many hoped and expected 
at the end of the Cold War. 

DEMOCRACY TODAY  
AND IN THE FUTURE  
– JEREMY CLIFFE
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Yet things do not have to one this way. Technology is 
not some exogenous force imposed on humanity from 
on high. From the dawn of time to today it has always 
been human, and only as good and bad as the humans 
who created and used it, a truth that applies just as much 
to cutting-edge Artificial Intelligence (AI) today as it 
did to the very first stone tools at the dawn of humanity. 
Our distant ancestors could use their sharpened rocks 
to exclude, attack and oppress, or to hunt for food, build 
shelters and protect the community from predators. 
Likewise, whether the latest technology today harms or 
serves humanity is up to us. 

And so it is with the democracy-technology nexus. As 
Dr Eric Lander, President Biden’s Science Advisor, argued 
in December 2021: 

“ It’s not a guarantee that any given 
technology will support democratic values. 
It takes constant vigilance, and constant 
commitment; we, the people, have to  
make sure that technology is developed 
responsibly and used responsibly.  
That is our solemn obligation.”1 

He was speaking at the launch of the International 
Grand Challenges on Democracy-Affirming Technologies, 
of which this report is one part.

That solemn obligation is a collective one. It falls to 
policymakers and politicians, yes, but also to academics 
and technologists, business people and entrepreneurs, 
journalists and teachers, campaigners and ordinary 
citizens. The quest to recognize, promote, and advance 
“democracy-affirming technologies” belongs to all of us. 
We all have a responsibility to help reconcile technology 
and democracy—those formidable twin forces of global 
human advancement—and bring them back into alignment. 

This responsibility calls for democracy-affirming 
technologies that, as Irene Blázquez-Navarro puts it in 
Foreword to this report, are “intentionally designed, 
developed, and deployed to actively promote and uphold 
a set of fundamental values, principles, and rights 
throughout their existence [including] the right to 
liberty and personal autonomy, the protection of privacy 
and private data, the principles of inclusion and equitable 
access, the dissemination of truthful information, 
fostering citizen tech critical thinking, the utilization 
of technology to enhance legislative bodies, ensuring 
participation in free elections, upholding the separation 
of powers, adhering to the principle of legality, and 
safeguarding the rule of law.”

Before moving onto specific examples of these, it is 
worth briefly dwelling on the specific elements of this 
definition. Democracy-affirming technologies are 
“intentionally designed, developed, and deployed”: they 
are in other words a function of deliberate efforts rooted 
in the agency of individual technologies, academics, 
thinkers, businesspeople, and policy-makers. They must 
“actively promote and uphold” the things listed: so these 
technologies must by definition demand and encourage 
from their providers and users behaviors consistent with 
the interests of those values, principles and rights. And 
Blázquez-Navarro stresses “throughout their existence”: 
they must not be prone to manipulation or exploitation 
by forces opposed to those interests.

Readers will notice that this definition breaks with 
assumptions of the values-neutrality of technology and 
the inevitability of its escaping the bounds of human 
agency. That is what makes the idea of democracy-
enhancing technologies so radical and so necessary. It 
is also what dictates the next steps: to popularise the 
idea and provide and promote real-world examples. All 
of which brings us to the Tech4Democracy Global 
Entrepreneurship Challenge. 
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***
One of the International Grand Challenges launched by 
the White House and State Department in late 2021, the 
Tech4Democracy Global Entrepreneurship Challenge is 
a collaboration with IE University. It provides a rich seam 
of examples of technology-affirming technologies 
bringing the above definition to life.

The Challenge has comprised five continental Venture 
Days at which a shortlist of start-up and scale-up firms 
(drawn from hundreds of applicants) have pitched their 
innovations in fields such as responsible AI and machine 
learning, fighting misinformation, as well as advancing 
government transparency and the accessibility of 
government data and services.

The first Venture Day took place at IE University in 
Madrid on 28 June 2022, with New Zealand’s then Prime 
Minister Jacinda Ardern as keynote speaker. It was won 
by Citibeats (Spain), which uses ethical big data, natural 
language processing and machine learning to inform 
policymaking. Then the Challenge traveled to Bogotá 
on 10 October, where prizes went to EVoting (Chile), a 
startup using cryptography to secure in electronic voting 
systems, and Matters Lab (USA, Taiwan and Hong Kong), 
which has developed a Web3 social networking system 
that substitutes algorithms with human curation. Then 
it continued to Silicon Valley and Stanford University for 
the North American stage on 29 November and a keynote 
address by USAID administrator Samantha Power. 
Victory there went to Atlos (US), an open-source 
platform enabling investigators of human rights 
violations to catalogue and geo-locate eyewitness 
reports and draw on a community of peers to review them.

Early 2023 brought the two final Venture Days and the 
global final. On 2 March startups from India, Indonesia, 
Nepal and New Zealand competed in New Delhi, with 
victory in that Asia-Pacific round of the Challenge going 
to Right2Vote, an Indian mobile-based voting platform 
that allows organizations to create and manage their 
own elections. The fifth Venture Day in Cape Town on 
7 March was won by Trustur, from FloodGates Limited 
(Ghana), which provides users with a verifiable and 
secure digital identity and promotes inclusion by 
simplifying access to government and other services.

The five finalists the converged in Washington, DC, at 
an event on 28 March on the sidelines of President 
Biden’s Summit for Democracy and addressed by US 
Acting National Cyber Director Kemba Walden. 
Assessing each democracy-affirming technology for  
its contributions democratic values, technological 
innovation, viability, scalability, and interest for potential 
investors, as well as the experience, knowledge, skills, 
and diversity of teams, the jury panel crowned EVoting 
from Chile the global champion for its remarkable 
innovations in the field of secure and trustworthy 
electronic voting. 

The legacy of Tech4Democracy Global Entrepreneurship 
Challenge is a rich seam of examples of democracy-
enhancing technologies in action; technologies that  
in the words of Tarun Chhabra, Senior Director for 
Technology and National Security on the US National 
Security Council, “advance the values of privacy, 
transparency, accountability, and access to information”. 

They are a living, vital rebuke to the 
fatalistic voices of despair about the 
relationship between democracy and 
technology—and a reminder that 
technology is ours to shape for the  
good of humanity, in a world where  
that reminder is urgently needed.
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THE CURRENT STATE OF AFFAIRS

At the end of the Cold War and the years immediately 
afterwards, that reality was widely taken for granted. It 
was a time of Western hubris. Not only had the US 
prevailed over its Soviet superpower rival, but the liberal 
democratic model seemed to be spreading around the 
globe. Central and Eastern European states once under 
Soviet control were turning to the West. Dictatorships 
had fallen, or were falling, in regions like Latin America 
and south-east Asia. Accelerating globalization promised 
surging growth and better living standards raising up 
all, with prosperity strengthening democracy and 
democracy in turn creating a yet-better environment for 
innovation and growth. As the American political scientist 
Francis Fukuyama infamously wrote in 1992, the world 
appeared to have reached “the end-point of mankind’s 
ideological evolution and the universalisation of Western 
liberal democracy as the final form of human government”2.

This confidence was closely bound up with advances in 
consumer electronics and computing. The writer Evgeny 
Morozov has recalled how: “Technology, with its unique 
ability to fuel consumerist zeal—itself seen as a threat 
to any authoritarian regime—as well as its prowess to 
awaken and mobilise the masses against their rulers, 
was thought to be the ultimate liberator”3. He even notes 
that Fukuyama entitled one of the chapter of his book 
“The Victory of the VCR”. 

Utopian hopes drove the takeoff of the digital revolution 
in the 1990s and early 2000s. At a conference in New 
Mexico in 1996, civic activists, academics and teachers 
founded the International Association for Community 
Networking and adopted a series of principles for the 
internet age like “opposition to media concentration”, 
“support of diverse alternative and marginalized voices”, 
“access to government information”, and “commitment 
to strong democracy”4. The former US diplomat Mark 
Palmer in 2003 set out a plan for ousting the world’s 45 
remaining dictators by 2025 by harnessing the internet 
as “a force multiplier for democracies and an expense 
multiplier for developers”5. Such visions rested on the 
assumption that it would democratize information, 
lower barriers within societies and provide new spaces 
for connection, accountability and cooperation that, it 
seemed, could only strengthen democracy. 

Since then technology’s sophistication has advanced 
beyond the wildest dreams of the web-utopians; its 
exponential growth generally conforming to “Moore’s 
law”, the rule of thumb that states that the number of 
transistors on a dense integrated circuit doubles about 
every two years. Yet had their optimism been borne out, 
this would have been accompanied by a similar surge in 
the global fortunes of democracy. We would all be living 
in a democratic utopia. If anything, however, the opposite 
has happened.

The “strongman” style of leadership has taken hold in 
many major democratic states. Democratic societies are 
becoming more fractious and divided. The democratic 
model looks less functional, more fragile, and arguably 
less appealing. Most indices of global democracy show 
its rise peaking in the mid-2000s before dropping after 
the Great Recession of 2008. The American think-tank 
Freedom House produces an annual report listing the 
countries where democracy improved over the past year 
and those where it deteriorated. The last time more 
countries saw improvements than did deteriorations was 
2005. Every year since then the world’s countries have 
been, in aggregate, in democratic decline6. Likewise, 
The Economist Intelligence Unit’s Democracy Index fell 
in 2021 to the lowest level since its inception in 2006.7

***
Part of the explanation is geopolitical. Among the 
economies that have risen most since the Great Recession 
are a number of non-democracies, most notably China. 
It has thus come to represent an alternative model of 
state and society for other states, particularly in the 
developing world, and in certain cases (Myanmar, 
Venezuela, Angola) a sponsor of other autocracies. 

The greatest geopolitical ally to authoritarianism has 
been not Chinese power, however, but the growing power 
of instability and chaos in a “G-Zero world” (to borrow a 
phrase from the American political scientist Ian Bremmer) 
in which no one country or even group of countries can 
establish order. Examples like Russia’s attacks on Georgia 
and Ukraine, Iran’s sponsorship of foreign militias, the 
atrocities of the Syrian, Yemeni, and Tigray wars, and 
the persecution of the Rohingya in Bangladesh all 
illustrate this “Age of Impunity” (that term coined by 
David Miliband, President of the International Rescue 
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Committee8) and how it is innately damaging to the 
often-fragile democracies of the countries concerned. 

Yet important though such external factors have been, 
many of the threats to democracy originate within 
democratic societies themselves. 

Democracy is not just about casting one’s 
ballot in an election. It is also a dense 
eco-system of institutions and practices. 
Power must be contained by checks and 
balances, the rule of law, and norms 
concerning its use. Information must be 
free and debates pluralistic. 

The Harvard political scientists Steven Levitsky and 
Daniel Ziblatt argue9 that the two most fundamental 
pillars of democracy are mutual toleration (“the 
understanding that competing parties accept one 
another as legitimate rivals”) and forbearance (“the idea 
that politicians should exercise restraint in deploying 
their institutional prerogatives”). This eco-system of 
institutions and practices has been weakened in  
recent years. 

In America, for example, politics has become unhealthily 
polarized. Polling by Pew Research10 charted the shift 
between 1994 and 2014. Where at the start of that period 
there was substantial ideological overlap between 
Democrats and Republicans, by the end of it 92% of 
Republicans were to the right of the median Democrat, 
and 94% of Democrats were to the left of the median 
Republican. Partisanship had intensified into mutual 
demonization: 36% of Republicans saw the Democratic 
Party as a threat to the nation’s well-being by 2014 (up 
from 17% two decades before) and 27% of Democrats felt 
that way about the Republican Party (up from 16%). The 
gap has widened significantly beyond 2014, to the point 
where today some two-thirds of Republican voters do not 
recognize President Biden’s legitimate election in 2020.11 

Prominent though the fractures in US democracy are, 
they are far from unique. From India to Brazil, from the 
Philippines to Poland, democracies are not failing 
suddenly but being eroded gradually under what the 
political scientists Aziz Huq and Tom Ginsburg have 
called “constitutional regression”12. A study of over 4.8 
million respondents in 160 countries by the Centre on 
the Future of Democracy at Cambridge University found 
that “across the globe, younger generations have become 
steadily more dissatisfied with democracy—not only in 
absolute terms, but also relative to older cohorts at 
comparable stages of life.”13

***
One major explanation for these shifts is that the 
globalization unleashed around the end of the Cold War 
has lifted living standards in much of the world but has 
disproportionately benefited those at the top, producing 
a degree of economic polarization (and often spatial 
polarization: the elite lives apart from the rest) that is 
dangerous to democracy. Another explanation is that 
collective institutions from religious bodies, political 
parties and trade unions to clubs, societies and mass 
newspaper readership have given way, to greater and 
lesser degrees, to fragmentation and individualism. 
Some elements of this are positive, implying greater 
personal freedoms and choice. But it also heightens the 
risk of polarization, declining mutual trust, and culture 
wars that collectively put the toleration and mutual 
forbearance at the heart of democracy at risk. 
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Nonetheless, technology is arguably a more fundamental 
explanation than either economic or social polarization. 
For one thing, it is a root cause of both. At the top of the 
income scale the internet revolution has increased the 
income premium associated with high levels of 
education; at the bottom of the income scale it has 
meant the automation of many manual and less-skilled 
jobs. And the internet revolution has also driven the 
shift to a more fragmented and individualistic society. 
If communal spaces are in decline, be they cafés or 
clubhouses or sites of worship, that is in no small part 
due to the switch from offline interactions and pastimes 
to online ones.

That might not be so detrimental to democracy if, as 
the techno-optimists had hoped, new online communal 
spaces enabled civil and healthy civic encounters with 
a range of fellow citizens. All too-often, however, the 
shift online has arrayed citizens into echo chambers of 
like-minded opinion and pushed them farther from the 
compromising and open-minded spirit of a robust 
democracy towards ever-more intractable attitudes. 
Algorithms designed to maximize engagement drive 
users towards more and more extreme content to 
maintain their attention: one study of 72 million 
comments on about two million online videos between 
May and July 2019 found users routinely migrating from 
milder “alt-lite” content towards more hardline “alt-
right” content.14

Another, related form of polarization concerns facts 
themselves, without a commonly accepted basis for 
which constructive democratic debate is impossible. 
Speaking at the Venture Day in Madrid, then-Prime 
Minister Ardern (citing former German chancellor 
Angela Merkel) noted that where once people would see 
something on the nightly TV news and discuss it around 
the water cooler at work the next day, now they get their 
news online and the water cooler discussion concerns 
whether it is real or not. “If people are fiercely of the 
view that fiction is fact or fact is fiction, it is incredibly 
hard as leaders to build consensus in that environment,” 
she said. The Covid-19 pandemic brought alarming new 
illustrations of how quickly disinformation can now 
spread online, as myths and conspiracy theories about 
safe vaccines rippled around the world and undermined 
public health efforts.15

The technological explanation for democratic decline 
also concerns the quote at the start of this chapter. 
President Reagan’s assertion that the “David of the 
microchip” would defeat the “Goliath of totalitarian 
control” has in places proven correct (consider how 
social media has sustained the ongoing protests in Iran 
even in the absence of a leader or figurehead). But at 
least as often, and arguably more often, Goliath has been 
able to co-opt David for his own purposes. “Digital 
technology has also reinforced rather than undermined 
the hold on power of many non-democratic regimes”, 
wrote the political scientist David Runciman in 2018, 
citing such examples as Ethiopia and Venezuela: 

“ Far from being a decisive weapon in the 
hands of freedom fighters, it has become 
an essential tool for keeping tracks on 
them.”16

***
What, then, is to be done? Unfortunately, major 
international examples of how not to defend and advance 
democracy are more abundant than those of how to do 
so successfully. One product of the “end of history” hubris 
of the end of the Cold War was the belief that hard power 
could be used to topple tyranny and thus create the room 
for democracy to emerge. Such thinking was discredited 
by the wars in Afghanistan and Iraq, and although the 
West’s support for Ukraine in defending itself against 
Russia’s full-scale invasion does show the place for hard 
power in defending democracy, a crucial distinction 
there is that Kyiv’s allies are supporting a sovereign 
democratic government rather than seeking to summon 
up democratic spirits in states where they do not yet 
command legitimacy. 

An alternative to hard-power democracy promotion is 
of course the use of soft-power; funding political 
education initiatives and free media outlets, training 
election officials and supporting initiatives to boost 
participation. But the effectiveness of this approach is 
open to question. The Yale University political scientist 
Sarah Bush has written17 of research in Jordan in 2012, 
during which she attended a training workshop for the 
country’s weak political parties run by an international 

INTRODUCTION: TECH FOR DEMOCRACY AND DEMOCRACY FOR TECH

D
E

M
O

C
R

A
C

Y
-A

F
F

IR
M

IN
G

 T
E

C
H

N
O

LO
G

IE
S



19

NGO worker named Rana. “On the day of the workshop, 
several men showed up that were not on Rana’s 
participation list. The men sat quietly throughout the 
workshop, taking notes and observing… [T]he other 
participants became uncomfortable.” The men were 
from the Mukhabarat, Jordan’s omnipresent intelligence 
agency. Bush’s anecdote illustrates the limits of attempting 
to seed democratic norms from above in systems 
otherwise at odds with them.

Another mistake is treating the supporters of authoritarian 
politicians or causes as the enemy. In a world in which 
democracy can feel ever-more embattled, and where the 
forces of authoritarianism often seem to reinforce each 
other, this them-and-us mindset is understandable. But 
it is usually not a constructive foundation for the mutual 
toleration and forbearance that a resilient democracy 
requires. As the journalist Anand Giridharadas recently 
put it18, the pro-democracy movement needs to meet 
people where they are. He advocates “more space in 
movements for people who don’t fully get it, who don’t 
use the right terms, but their hearts are in the right place 
[and] are suspicious or nervous about some of the ideas 
they hear from portions of the pro-democracy side”. The 
problem, he adds, is that: “We’re often more interested 
as a movement in policing their entry, rather than 
saying, ‘Come on in.’”

These examples of what not to do provide a framework 
for future efforts at promoting democracy: the focus 
should be on using soft power within societies rather 
than hard power over whole societies, on bottom-up 
methods of encouraging democracy rather than top-
down impositions, and on the underestimated art of 
persuasion rather than a them-and-us approach. All of 
which makes a compelling case for democracy-enhancing 
technologies, which meet each one of these points. 
Today’s technologies set the framework for societal and 
individual behavior. They codify the norms and standards 
of civic life. They are the arena in which persuasion 
takes place. And that is without getting into the realm 
of tomorrow’s technologies; of how developments like 
genuinely humanlike AI and robotics, lifelike virtual 
reality in the metaverse, and brain-computer interfaces 
will intensify all of these. 

It is remarkable that the notion of 
democracy-enhancing technologies has 
until recently remained so under-explored 
where other less effective methods of 
democracy promotion have been allowed 
to consume such resources. Now is surely 
the moment to make up for lost time.
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PERSPECTIVES FOR THE FUTURE

The pace of global democracy’s deterioration in recent 
years, and challenges arrayed against it, can make for a 
daunting outlook. But there are grounds for optimism. 
The year 2022 was in many respects a good year for the 
cause. Russia’s full-scale invasion of Ukraine elicited a 
resilience from the Ukrainian people, in defence of their 
democratic sovereignty, that Vladimir Putin and others 
clearly had not anticipated. It also prompted the US and 
its allies to pull together and support Ukraine in its fight, 
again to a greater degree than might have been expected. 
Democracies around the world have defied the gloomier 
predictions about the impact of knock-on shocks to 
energy and other prices. One does not need to subscribe 
to the “End of History” hubris of the early 1990s to see 
how all this contradicts the fatalistic narrative of 
democracies hopelessly divided and unresponsive in the 
face of the authoritarian challenge.

On multiple fronts the strongman model has showed its 
weaknesses lately. Russia’s military failures in Ukraine 
were clearly a product of poorly motivated troops, lacking 
accountability in the Kremlin, and a brittle system of power 
whose fragility was further revealed by the apparent 
coup attempt staged by mercenary leader Yevgeny 
Prigozhin in June. China’s authoritarian system proved 
its failings as the government’s dogmatic Zero Covid 
strategy failed and crumbled, and now faces major 
demographic challenges and rising youth unemployment. 
Those failures have set back the country’s economic rise 
and removed some (if not yet aol) of the shine from its 

model in the eyes of the world. In Turkey, over-
centralized leadership and the ensuing ill-judged 
monetary policies have led to economic instability and 
put Recep Tayyip Erdoğan on the back foot politically—
as his relatively narrow reelection in May showed. 

The reverse side of these failures is an argument about 
the enduring strengths of the democratic model. When 
it works as it should, it allows talents to rise, holds the 
powerful accountable, and ejects them when they are 
no longer effective or wanted. It ensures multiple 
perspectives are heeded in collective decision-making. 
It can correct its course. Internationally it amounts to 
collaboration based not just on raw interests, but values 
too. When they work like that, democracies can be 
cohesive at home and responsible global citizens abroad. 

In those truths lie the makings of a strategy for 
democratic fightback, one built on foundation of 
confidence in the democratic system and ideal, in 
societies that are open, pluralistic, and collaborative. 
Such a fightback means better access to information, 
more (and more civil) encounters between different 
points of view, open and responsive government, stronger 
individual rights, a culture of both enlightened skepticism 
and mutual respect, and one of mutual toleration and 
forbearance that always leaves room for the possibility 
that one is wrong and one’s opponent is right. It means 
encouraging structures that reduce barriers and enable 
people to congregate, exchange and ideally reach and 
execute informed decisions as a society. A healthy 
democracy is a river, fluid and dynamic and constantly 
refreshed with new nutrients, not a stagnant pond. 

The Global Entrepreneurship Challenge has modelled 
the sorts of technologies, and technological applications, 
that support this strategy—and provided a reminder 
that the verve and originality out there is up to the scale 
of the task, if only it can be harnessed. It shows that 
democracy-enhancing technologies can and must be at 
the heart of the democratic fightback, creating a digital 
eco-system that is friendly to democracy not because it 
has been imposed from above but because it has grown 
up organically through the choices and habits of citizens, 
and encouraged the better angels of human nature to 
prevail. All technology is human. Democracy-enhancing 
technology makes a virtue of that.
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CONCLUSION

The alienation of technology from the cause of democracy 
is not inevitable: technology has always been a human 
construct, its moral quality a function of the humans 
who create and use it. Nor is the “democratic recession” 
of the past years inevitable. The past year especially  
has shown that while democracies can have their 
weaknesses, autocracies—with their concentrations of 
power and poor ability to course-correct—have 
significant vulnerabilities too. These twin realities 
should ward us off fatalism. Things can be fixed. 

Democracy-enhancing technologies, 
drawing on the broadest possible scope  
of human agency and originality, can be a 
major part of the solution in reconciling 
once more those twin forces of human 
forces and turning the tide on illiberalism 
and authoritarianism. 
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Democracy-affirming technologies hold immense 
potential for bolstering democratic values and 
processes, but these technologies may not prioritize 
democratic values by design. This paper addresses the 
misalignment between the democratic use cases of 
Tech4Democracy startups and the actual design of their 
technologies and explores the implications for 
democratic values and participation. Drawing on a 
methodology that combines a Tech Radar approach 
and NLP analysis of a worldwide patents database, this 
analysis investigates the current landscape of 
democracy-affirming technologies based on a Global 
Entrepreneurship Challenge organized by IE University 
(Center for the Governance of Change & Center for 
Entrepreneurship and Innovation) in partnership with 
the U.S. Department of State and with the strategic 
support of Microsoft. The analysis reveals such risks 
associated with the lack of democratic intentionality 
in technology design as unexpected biases, exclusionary 
practices, and public distrust.

INTRODUCTION

“Ethics by Design” is an approach advocated by the 
European Commission to address ethical issues in AI 
development. It emphasizes the proactive integration 
of ethical principles as system requirements during the 
development stage. The goal is to prevent ethical issues 
from arising in the first place rather than attempting to 
fix them after the system’s deployment. This “Ethics by 
Design” framework nevertheless recognizes that some 
ethical concerns may only become apparent during 
development and others post-deployment. The principles 
are used as guidelines to steer the design process, and 
ethical requirements may extend to not only the AI 
system, but also the development processes.1 

A similar logic could be applied to democracy-affirming 
technologies. Just as “Ethics by Design” seeks to embed 
ethical considerations into AI systems, democracy-
affirming technologies can be democratic by design. In 
other words, principles and requirements that support 
democratic values and processes should be incorporated 
into the development of these technologies. By 
incorporating democratic values like transparency, 
citizen engagement, and inclusivity into the core system 
requirements, we improve the potential to preemptively 
address or lessen democratic challenges that may  
surface during the implementation or utilization of 
these technologies.

MAPPING DEMOCRACY-
AFFIRMING TECHNOLOGIES 
WORLDWIDE
– DARÍO GARCÍA DE VIEDMA AND ALEJANDRO ROCHE
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In this report, we explore the conceptual contrast 
between two distinct areas of technology as it intersects 
with democratic systems: “tech for democracy” and 
“democracy-affirming technologies”.

On the one hand, “tech for democracy” here refers to 
technology products that are applied to democracy-
related use cases, e.g., digital tools for organizing 
political campaigns, platforms for civic engagement, 
and systems for online voting. On the other hand, 
“democracy-affirming technologies” is a term defined 
by Blázquez-Navarro in the foreword of this report. 
These technologies are designed, developed, and 
deployed with a specific purpose in mind: to foster core 
democratic values, principles, and rights throughout 
their lifespan. Among the core values, principles, and 
rights that these technologies aim to support are 
personal liberty and autonomy, privacy, data protection, 
inclusion, access to truthful information, the promotion 
of critical thinking around technology, the enablement 
of technologically savvy legislative bodies, the 
participation in free elections, the separation of powers, 
the principle of legality, and the rule of law.

Our objective in this report is to use an international 
sample from the startup ecosystem to show how this 
sector is using existing technologies to build applications 
that support democracy. Our research reveals that there 
is no deliberate effort to create democracy-affirming 
technologies per se, and this observation prompts us to 
consider a wide range of interpretations about the 
potential risks and opportunities that come with the 
ongoing development and establishment of democracy-
affirming technologies.

METHODOLOGY

Sampling: A worldwide startup competition

IE University hosted tech startups competitions in five 
continents: Europe (at IE University in Madrid), South 
America (at Universidad de los Andes in Bogotá), North 
America (at Stanford University in Silicon Valley), Asia-
Pacific (with ORF in conjunction with the Raisina 
Dialogue during the G20 in New Delhi), and Africa (at 
the University of Cape Town). The five continental 
winners competed in a Global Final in Washington, D.C.

More than 300 startups from 68 countries applied to be 
part of one of the six competitions of Tech4Democracy’s 
Global Entrepreneurship Challenge. Indeed, startups all 
around the world were contacted by IE University’s 
Center for Entrepreneurship and Innovation, either 
directly or through databases, associations, and 
networks, to inform them about the open calls and 
encourage them to apply.

For every one of the six challenges, an online semifinal 
was held for between 9 and 11 selected organizations to 
select between three and six finalists for each in-person 
event. 

At both the semifinals and the finals, each competitor 
had five minutes to pitch their solution, and then a panel 
of judges had five additional minutes to ask questions 
of each competitor.
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The evaluation criteria for both the semifinal and the 
final (below) were all weighted equally:

• Contribution to democracy: To what extent  
does the organization’s technological solution  
have the potential to contribute to the defense and 
promotion of liberal democracy as a political 
system and of democratic values such as liberty, 
equity, inclusion, privacy, freedom of expression, 
access to information, transparency or fairness?

• Technological innovation: To what extent does 
the organization’s solution leverage digital or other 
technologies that are relatively new/uncommon or 
are used in relatively new/uncommon ways?

• Viability/scalability: To what extent is the 
organization’s technological solution commercially 
viable (if it is still in its development phase) or 
scalable (if it has already been commercialized)?

• Interest for investors: To what extent is the 
organization’s technological solution interesting 
for investors due to its potential profitability?

• Team: To what extent does the organization  
count with an excellent leadership team and staff?  
Taking into account experience, knowledge,  
skills, and diversity.

This study uses a sample of 53 semifinalist startups to 
extrapolate about the current landscape of technology-
affirming startups, with a focus on their origin, area of 
focus, the gender of the founder, and the maturity of 
their technology.

We acknowledge that this methodological approach 
presents certain limitations. It does not necessarily 
represent the entire sector but rather those who self-
selected by participating in Tech4Democracy and were 
subsequently chosen as semifinalists. What is more, the 
53 semifinalists were selected by IE University within a 
startup competition that the same institution organized, 
so the sample is biased toward the scope of our outreach 
and our selection criteria. The process of categorization 
is inevitably somewhat artificial.

We aimed to develop a methodology that would be both 
appropriate and innovative for our purposes informed 
by these limitations imposed by the sample size, data 
availability, and the rapidly changing landscape of the 
intersection of society and technology. This investigation 
did not yield a comprehensive body of scientific evidence, 
but it illuminates potential opportunities and insights 
for industry stakeholders to further enhance the 
democratic implications of their technological applications.

This initial venture into uncharted territory seeks to be 
groundbreaking in terms of not only content and its 
visibility within the confluence of society and technology, 
but also methodology. Despite the acknowledged 
constraints, we have striven to pioneer a methodology 
that balances rigor with the necessity for swift 
understanding in a fast-paced and evolving field. The 
preliminary outcomes from this effort underline the 
importance of continuing this line of inquiry.
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53 semifinalists were selected 
from that sample, representing 

29 countries.

300 organizations from
68 countries applied to compete in the 

Global Entrepreneurship Challenge. 
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Distribution by area of focus

Our Global Entrepreneurship Challenge identified ten 
areas of innovation where democracy-affirming tech 
organizations are making an impact. The areas, listed from 
the most to the least represented in our sample, are:

• CivTech (12 startups): Digital platforms that 
leverage technology to facilitate, promote, and 
enhance citizen engagement in policymaking 
(through expressing opinions, voting on 
alternatives, proposing solutions, etc.) and/or 
connection, interaction, and collaboration  
between citizens and policymakers.

• Equity and inclusion (9 startups): Organizations 
that use technology to defend and promote social 
equity and inclusion of women, economically 
disadvantaged groups, people with disabilities, and 
underprivileged groups in general.

• Enhanced social networking (8 startups): 
Digital platforms that allow for a better social 
networking experience by decentralizing control  
of the network through web3 technologies or 
introducing moderation and other tools to  
foster a healthier civic conversation and combat 
polarization, fake news, and hate speech.

• Data for policymaking (6 startups): Technologies 
that deliver better data collection, processing,  
and visualization to inform policy- and decision-
making processes in a way that is respectful of 
privacy and individual rights.

• Digital identity and trust (5 startups): 
Transparency technologies and identity recognition 
or protection technologies that ensure inclusive 
access to digital public services and protection of 
sensible data.

Map 1: Countries represented in the Global Entrepreneurship Challenge. Dark blue 
indicates startups that reached the semifinal, whereas light blue indicates countries  
where the startups that competed did not reach the semifinal.
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• Tools to fight disinformation (3 startups): 
Technologies that support fact-checking efforts, 
identify bot activity, or work on social data to 
promote accurate information on key matters, 
including electoral processes.

• GovTech (3 startups): Organizations that  
apply digital technologies to improve, modernize, 
and optimize government services, operations,  
and administration–notably with a focus on  
public procurement processes.

• E-voting (3 startups): Startups that allow for  
the organization of secure digital electoral 
processes, often through the use of encryption,  
and facilitate voting.

• Campaigning (3 startups): Digital solutions  
to organize large campaigns (either political 
campaigns for public office and/or campaigns  
for social change) with tools that facilitate  
public outreach, supporters’ engagement, data 
management data, etc.

• Responsible AI (1 startup): Automated  
decision-making systems that provide equal 
opportunity, do not discriminate and are fair, 
explainable, auditable, ethical, and accurate.

Distribution by gender of founder

The gender distribution among startup founders varies 
significantly across different regions. The gender 
distribution is the most balanced among the North 
American participants, with 70% of startup founders 
being male and 30% female. This region is leading the 
way in gender parity among startup founders. In 
contrast, the Asia-Pacific region has the least gender 
balance, with 82% of startup founders being male and 
only 18% female.
 
This disparity highlights the need for more initiatives 
to support and encourage female entrepreneurship in 
the Asia-Pacific region. This inequality is reflected 
compare these figures with global data. According to 
the Global Entrepreneurship Monitor (GEM) 2021/2022 
report, startup rates for women dropped by 15% from 
2019 to 2020.2 Another study indicates that men still 
outnumber women 3-1 among business owners.3
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Figure 1: Distribution of gender of founder per continent
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Building a tech radar through an NLP analysis  
of a patent database

A tech radar visualizes the varying applications and 
maturity levels of different technologies. Our aim was 
to ascertain which types of technologies are being 
employed in the four major areas of innovation boasting 
the highest volume of startups: civtech, enhanced social 
networking, data for policymaking, and equity and 
inclusion. We selected 16 technologies or interfaces 
extensively used in the industry: Analytics, Augmented 
Reality (AR), Big data or LLM integration, Biometrics, 
Chatbot, Cloud, Cybersecurity, Distributed Ledger 
Technology (blockchain, cryptography), Machine 
Learning, Natural Language Processing (NLP), Open-
Source Software, Predictive Analytics, Quantum 
computing, Social Media interface, Virtual Reality (VR), 
and Web or mobile interface.

Our research methodology was built around a systematic 
Boolean query search of the World Intellectual Property 
Organization (WIPO) database, a data set selected for 
its comprehensiveness, inclusivity of worldwide patents, 
and its integrated translation functionality. WIPO’s 
database, PATENTSCOPE, ensures immediate access to 
published International PCT applications in full-text on 
the day of publication.4

A unique query was formulated for each of the 16 
technologies that used Boolean operators to include all 
patents meeting the specified criteria and exclude those 
unrelated to the technology under scrutiny. WIPO’s 
automatic translation tool, WIPO Translate, enabled the 
inclusion of patents filed in languages other than English 
and supported a thorough, global overview of the patent 
landscape for each technology.

Technology maturity can be quantified in many  
ways (e.g., market size, investment, momentum in 
conversations), and we chose to classify technologies 
based on the number of global patents. The reasons for 
this classification were two-fold: 
(a)  it enabled a systematic methodology applicable to 

all technology branches; and 
(b)  measuring the number of patents curbed the bubble 

effect, which could inflate results if other values  
(e.g., capital or user base) were measured.

A potential risk of using patent count as a proxy would 
be a tautological fallacy: technologies that rely on Open-
Source code would not be considered as mature as they 
actually are because, by nature, they have fewer patents. 
Another potential limitation of this approach would  
be overlooking actual usage in regions with diverse 
intellectual property regimes or in rapidly advancing 
sectors like artificial intelligence and quantum computing.

To augment the robustness of our methodology, we 
recommend that future research integrates such 
additional metrics as market size, investment volume, 
momentum in academic and industry discourse, user 
base size, and sentiment analysis. Moreover, we propose 
a shift from an exclusive focus on absolute volumes to 
an analysis of trends to provide critical insights into the 
technologies that are gaining momentum.

We found some technologies with a much higher number 
of patents: social media interface (6,001,553), web or 
mobile interface (2,817,524), and predictive analytics 
(2,222,429). The technology branches with markedly 
fewer patents were natural language processing (16,336), 
conversational AI (29,503), and quantum computing 
(40,101).

We used the interquartile range (IQR) method to define 
quartiles for the patent count data, calculating the range 
between the 25th and 75th percentiles of the sorted data. 
The patent counts at the 25th, 50th, and 75th percentiles 
determined the ranges for Q1 (between the 3rd and 4th 
patent counts, approx. 2,079,967), Q2 (between the 8th 
and 9th patent counts, approx. 711,112), and Q3 (between 
the 12th and 13th patent counts, approx. 264,976).

Finally, we classified the participating startups not only 
by their area of innovation but also by the technologies 
they employ. Some utilize several. Each technological 
application of a startup represents a data point, or what 
ThoughtWorks, the consultancy that devised the tech 
radar, call a “blip”. We modified the quadrant and ring 
terminologies utilized in the ThoughtWorks template 
to better fit our working framework.
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RESULTS

A visual inspection of the constructed tech radar makes 
clear that none of the companies included in this study 
are implementing technologies from the first interquartile 
range with the least number of patents, namely natural 
language processing (16,336 patents), chatbot (29,503 
patents), quantum computing (40,101 patents), and 

distributed ledger (156,013 patents). The heart of the 
radar is densely populated with technologies exhibiting 
a high volume of patents. The most adopted technologies 
among the surveyed companies include social media 
interface with a staggering 6,001,553 patents, followed 
by web or mobile interface (2,817,524 patents), predictive 
analytics (2,222,429 patents), and augmented reality 
(1,937,504 patents).

Q1 Q1Q2 Q2Q3 Q3Q4 Q4

CIVTECH

DATA FOR
POLICYMAKING

ENHANCED 
SOCIAL 

NETWORKING

EQUITY AND
INCLUSION

INTRODUCTION: TECH FOR DEMOCRACY AND DEMOCRACY FOR TECH

Tech Radar: Each quadrant represents one of the four most common areas of innovation within the 
Tech4Democracy Challenge. Each blip represents the technologies used by those companies.  
The rings represent the interquartile intervals: Q1 comprises the technologies with least patents and 
Q4 the technologies with most patents.
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DISCUSSION

The results derived from the technological radar suggest 
that the companies within our sample are utilizing 
mature technologies and customizing them for the 
democracy-related industry. They seem to be building 
their value proposition on the creation of web or mobile 
interfaces that are user-friendly for various buyer/user 
personas within this sector (e.g., public institutions, 
citizens or officials). These entities also appear to be 
developing business models tailored to meet the 
consumption requirements of their respective clientele. 
For a comprehensive comparative analysis, an analogous 
tech radar assessment across various technology sectors 
is essential. This approach will enable us to ascertain 
whether the adoption rate of mature technologies in the 
field of democracy-affirming technology is above or 
below the average. For example, the adoption of  
machine learning is on the rise in fintech. Nearly 90% 
of companies anticipate an increase in their utilization 
of machine learning in the forthcoming 12 months, with 
a significant 45% forecasting a substantial surge.5

What are the risks associated with these results?

A misalignment can arise between the goals of 
commercial technologies and those of democracy-
affirming technologies. This misalignment is exacerbated 
when Tech4Democracy startups repurpose commercial 
technologies for democratic use cases. The implications 
of this misalignment could be significant, particularly 
in terms of inclusion and engagement.

Inclusion is a critical aspect to consider when designing 
software for the democracy sector. Moyo (2022) discusses 
long-standing quality practices in software development, 
including the importance of designing high-quality 
software development methods that promote inclusion.6 
This approach is consistent with the need to consider 
all different use cases and potential excluded groups 
when designing software for the democracy sector. For 
instance, when designing a voting app, developers 
should consider the needs of various user groups, 
including those with disabilities. This could mean 
incorporating features like text-to-speech for visually 
impaired users or simplified user interfaces for elderly 
users who may not be as tech-savvy.

Something that bureaucracy and coding have in common 
are protocols. If protocols are designed to support 
diversity, then the result of the protocol will be inclusive 
toward the diverse group. For example, a protocol in a 
government service portal could be designed to provide 
information in multiple languages, thereby ensuring 
that non-native speakers are not excluded from access 
to important services. It is, however, important to note 
that bias is unavoidable in software design. The creator 
of the model chooses the criteria for inclusion when 
conceptualizing, building, and training it. A user may 
not even be aware of the bias generated and the criteria 
to fix it that exist.

To underscore the significance of this limitation, let us 
revisit the earlier example of a voting app designed with 
inclusivity in mind. Despite the developers’ meticulous 
efforts to make the app accessible for visually impaired 
users, they may inadvertently overlook certain types of 
visual impairments. This could result in a product that, 
while inclusive for some, still exclude others. Tiago 
Guerreiro’s PhD thesis provides a compelling exploration 
of this issue. Guerreiro conducted a comparative study 
of how individuals with varying degrees of sight interact 
with the same app. His findings revealed substantial 
differences in usability experiences among the participants 
and underscored the complexity of designing truly 
inclusive technology UX/UI.7 This highlights the need 
for comprehensive protocols in technology design that 
ensure that all potential user groups are considered 
during the development process and minimize the risk 
of unintentional exclusion. Within this same report, 
Trisha Ray further develops this idea.

Toussaint et al. (2022) discuss the propagation of bias 
through design choices in on-device machine learning 
workflows for AI/ML models. They highlight that design 
choices during model training, like the sample rate and 
input feature type, a nd optimization, like light-weight 
architectures, the pruning learning rate, and pruning 
sparsity, can result in disparate predictive performance 
across different groups.8 This underscores the 
importance of being aware of potential biases and taking 
steps to mitigate them in the design process. This is not 
possible when adopting external models.
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Social network models have gained traction in the 
Tech4Democracy sector, where they are being applied 
to enhance communication between citizens and 
between citizens and their governments. Many cities 
and citizen collectives are implementing social network 
models, however, social networks thrive on the 
engagement economy and assign criteria to their 
information sorting algorithms to privilege content that 
can generate more engagement and clicks.9 Potential 
deployers of these citizen social networks must question 
the trade-off: implement their processes of citizen 
“social networking” on existing platforms and take 
advantage of their network effect (more users lead to 
more users), or opt for the creation of unique social 
network platforms using algorithms that may be more 
democracy-oriented by design.

The tech radar discussed here presents a 
series of questions that surpass available 
answers. Two primary inquiries arise:  
why does this situation occur,  
and how can it be enhanced?

The question of market size is particularly pertinent. 
The development of such transformative technologies 
as generative AI, blockchain, quantum computing, and 
conversational AI is often constrained by significant 
costs and risk factors. The market for these technologies, 
particularly within the context of democracy-affirming 
applications, might not be sufficiently mature or 
expansive to attract enough funding and resources to 
stimulate and expedite development. Without adequate 
financial incentives, the evolution and integration of 
these technologies within the democratic framework 
may be hindered.

Regulation, particularly in the realm of sensitive data 
handling, is a crucial balancing act. While these 
frameworks aim to protect individual rights and uphold 
ethical standards, they can inadvertently constrain 
technological innovation. For example, strict data 
protection regulations, as necessary as they are, may 
limit the full utilization of AI in areas like opinion 
analysis and predictive policymaking. This observation 
is not a critique of regulation, but a call for its evolution 
and foster a dialogue that results in adaptive regulations 
that not only respect privacy and individual rights, but 
also enable technological progress. This balance will 
require active engagement from all stakeholders, 
including policymakers, technologists, and society at 
large. Through collective effort, we can cultivate an 
environment where both democratic values and 
technological innovation can thrive.
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However, it’s worth noting that the sole reliance on 
adapting existing tools may fall short of addressing the 
unique challenges inherent in democratic systems. The 
need for technologies that are specifically designed 
with democratic principles from the outset, or what we 
term as “Democracy by Design,” becomes clear in this 
context. The complexity and scale of such an endeavor, 
however, might be beyond the capacities of startups 
acting in isolation. Therefore, we propose a collaborative 
approach.

To successfully achieve this, the formation of strategic 
alliances and partnerships between governments, large 
tech firms, startups, and citizen initiatives becomes 
essential. This collaborative approach allows for the 
pooling of resources, varied expertise, and diverse 
perspectives, which would significantly increase the 
likelihood of developing solutions that embody a 
comprehensive understanding of the democratic 
context. Such partnerships not only foster the 
development of advanced technologies but also ensure 
these tools are designed with a keen understanding of 
the democratic context in which they will operate. 
Furthermore, these collaborations can pave the way for 
industry-wide standards and benchmarks, driving 
greater alignment of the sector with democratic 
principles. As a result, this sector could transition from 
merely applying innovations developed in other sectors 
towards fostering a new generation of democracy-
affirming technologies.

Continued research is crucial to further 
explore innovative strategies that align 
technology with democratic values.  
By actively monitoring AI projects and 
infusing democratic principles at their 
core, we can create a future where 
technology empowers citizens and 
promotes social equity.

CONCLUSION

Democracy-affirming technologies might not be 
democratic by design. The data obtained from the 
Tech4Democracy startup competition highlights the 
risks and challenges faced in creating democracy-
affirming technologies. Biases, exclusions, and the 
erosion of public trust are among the primary concerns 
when democratic intentionality is overlooked.

To address these issues and promote the democratization 
of AI, a multi-faceted approach is required. Collaborative 
efforts between policymakers, technologists, and 
researchers are essential to embed democratic principles 
into technology design processes. By mapping AI 
development and focusing on areas where democratic 
technologies are most needed, we can foster inclusive 
and participatory governance, civic engagement, and 
social justice.

The fact that companies are mostly aiming for quick 
wins by implementing easily applicable technologies to 
resolve issues related to democracies offers the 
advantage of quick turnarounds and leveraging proven, 
mature technologies. However, the temptation to borrow 
directly from solutions effective in other domains such 
as fintech or healthtech should be approached with 
caution. The core reason being that these tools may 
carry inherent biases or blind spots that may not be 
immediately apparent when shifted into a new context. 
Given that democracies are multifaceted and complex, 
the potential for unintentional exclusions and bias is 
considerable. Companies should, therefore, commit to 
rigorous due diligence when using open-source or 
already consolidated technologies. In particular, they 
need to consider potential biases and assess their impact 
on the specific application. 
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With technology becoming the frontline of geopolitical 
competition and control, this chapter explores the 
emerging discussion on the shape of technological 
governance in the context of an accelerating rivalry 
between democracies and autocracies. With restrictions 
on access to technology rising and regulations 
implemented that reflect starkly different appreciations 
of technology’s use in society and a “renationalization” 
occurring in the West and in China, where even open-
source code is actively being replaced by national 
solutions in a desire for sovereignty, the “Balkanization” 
of digital ecosystems is occurring. The Western response 
has been at once to increase bilateral and minilateral 
cooperation, which might lead to the creation of a 
“democracy-led” digital tech and regulatory space, 
providing existing barriers are addressed. 

This chapter briefly surveys the existing landscape  
and examines the possibility and pitfalls of creating a 
wider, democracy-led T-12/T-14 alliance structure as 
a coordination and governance model of the near-term 
future in technology policy terms. It concludes that 
instead of a linear march toward a wider governance 
structure, a patchwork of deepening and coordinating 
nodes on tech governance by and for democracies is 
more likely in the short-term, to facilitate practical 
alignment. Key hurdles include the very definition and 
constitution of a democracy (barriers to entry and 
conditionality of exit); legal and regulatory differences; 
differences in domestic technological capabilities and 
attitudes toward corporate innovation, regulatory and 

financial provisions as well as strategic evaluation of 
technology and variations on strategic interests. It 
recommends that policy-makers in the West become 
increasingly aware of their own contributions to a 
global Splinternet, and instead continue a dual 
approach, whereby they address the tech-trade issues 
in one set of organizational arrangements, but pursue 
areas of interoperability in areas in which technological 
solutions will be vital to addressing questions of the 
global commons—climate, pandemic prevention, 
poverty reduction—with a continued, globalist attitude. 

THE BATTLEGROUND OF TECHNOLOGY 

Technology has is now the pre-eminent battleground 
of economic leadership—and attendant to that political 
leadership—in an era of exacerbated great power 
competition. The conflict over Ukraine’s sovereignty 
has placed a prism on the division between democratic 
and autocratic stewardship of the technology that will 
determine economic, political and human thriving over 
the coming decades, as the globe undergoes accelerated, 
sweeping transformations. In short: The IT stack is 
splitting along geopolitical fault lines. The nation—or 
nations—which best steer supply chains, acquire, adopt 
and mainstream emerging technologies such as AI, 
super- and quantum computing, 5G/6G and IoT based 
on digital networks, run over undersea cables or through 
independent cloud infrastructure, stabilized by satellite 
infrastructure while setting norms, rules and standards 
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TECH GOVERNANCE
– CATHRYN CLÜVER ASHBROOK

3.

D
E

M
O

C
R

A
C

Y
-A

F
F

IR
M

IN
G

 T
E

C
H

N
O

LO
G

IE
S



35

for technology to preserve privacy, security and system 
integrity from outside interference will create edge and 
hedging power for decades, where power overall has 
become diffuse. 

How will governments negotiate or share power in 
geopolitical terms with their tech companies? Who 
assumes responsibility and political liability when 
things go wrong? Traditional instruments of market 
access limitations and regulation will prove too blunt a 
tool. To ensure a successful continuation of liberal 
democratic nations, countries who aspire to its values 
will have to cooperate in new ways, anchored in greater 
openness across sectors, to ensure that technological 
advantages are shaped toward democratic ends. More 
importantly, countries working together in this way, 
sharing sensitive knowledge and policy practice will 
need to be able to better assess and mitigate risk—both 
in traditional capital and investment terms—but also in 
terms of the very nature and definition of what 
constitutes and stabilizes democracies. In addition, 
democracies accelerating their collaboration must be 
aware of the dangers of “bloc building” themselves. 
Where technological innovation will be critical in 
addressing issues of the global commons—climate 
change, energy transformation, pandemic prevention, 
poverty alleviation—in the medium-term, democracies 
must be mindful of creating competitive systems that 
can create global norms and capacities. 

This chapter will briefly retrace the development of the 
technological rivalry between Western countries and 
China, to examine the realities of early governance 
attempts across the continuous and rapidly evolving 
fields of technology, surveying efforts for their structural 
merits and evaluating them on their functional 
capacities and shortcomings. Gradual trust-building in 
regional and allied cooperation and the demands of 
urgency in competition with a burgeoning community 
of autocracies will likely create a web of minilaterals 
with a weighted node structure, rather than the 
formation of a more static or fully-fledged institutional 
design of inter-democratic technological stewardship—
at least for now. These minilaterals—as illustrated in 
the chapter by Tyson Barker using the EU-U.S. TTC 
frame in this volume—will have to overcome a series of 

significant hurdles both in their substantive breadth, 
issue-bound overlap, internal power imbalances and 
in-group/out-group dynamics. Nonetheless, democratic 
partners should not lose sight of the possibility of 
building a group of vanguard tech democracies—a T-12 
or T-14 structure—to work toward deepening advances on 
democratic principles in the protection and consolidation 
of telecommunications hardware, the protection of 
satellite, cloud and cable-based connectivity, and the 
interoperability of advanced software systems—all while 
signaling a desire to achieve “global commons” capacities 
in addressing threats with global consequences, where 
technology offers solutions. 

THE WEST AND THE REST

The West’s reaction to the “China challenge” has been 
two-fold—strategic outpacing and attempted hermetic 
closure—decoupling, friendshoring, or attempts at 
expediting “sovereignty”-fundamentally anathematic 
to the way in which corporate tech innovation has 
mapped its own global trajectory. 

Democracies and autocracies are in a  
moment of active competition for members  
of emerging technological coalitions on  
either side of a splintering internet and 
exacerbating competition over control of  
tech inputs, next generation networks and 
their stability, hardware sovereignty and 
software spread. 

This race to the bottom has taken its toll: overall internet 
freedom is in decline for the 12th consecutive year.1

Despite deep-seated systemic differences—and their 
articulation in norms, standards, technological products 
and usage—both democracies and autocracies will also 
need to find accommodation in areas of technological 
development between them for the feeder technologies 
that would have detrimental effects on human thriving—
not unlike the development of nuclear technology and 
deployment. The possibility of weaponizing dependencies 
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across the technological stack continues to have 
dangerous side-effects, particularly for those countries 
entirely tethered to third-country technology provision. 
Who—which institutions (following adaptation) and 
countries—will negotiate the “technological arms’ deals 
of the future”?

The latter part of the chapter will thus examine possible 
trends in technology diplomacy around access and 
control as democratic governments expand their 
capacity to negotiate with one another on digital issues, 
interface with their own companies on the stewardship 
of fundamental technologies vital to public interest  
and national security and build multi-stakeholder 
arrangements nationally and internationally. 

OPEN OR CLOSED?:  
TECHNOLOGICAL LEADERSHIP IN  
A WORLD OF DIFFUSING POWER

The promises of neoliberal globalization, which thrived 
based on cheap capital, cheap and quickly available 
energy, and outsourced—cheap—labor can no longer be 
fulfilled given the fundamental shifts in geopolitical 
relations between the two driving powers, China and 
the United States. Geoeconomic realities that have 
accompanied changing power relations alongside the 
realities of transnational challenges have introduced 
new break points on the structure of the global economy. 
These include shifting energy resources, changing 
mobility of goods and people (quickly evidenced for all 
to see during the pandemic), and the overarching need 
to accommodate the challenges of climate change. Taken 
together, they are posing urgent questions for the future 
of international order and the institutions that will 
mitigate, adjudicate, securitize and ultimately stabilize 
nation-state interactions in the future. 

For decades, conventional wisdom dictated that open 
systems would win this century’s innovation game: 
Open societies attracted the talent and economic inputs, 
marshalled and negotiated (in democratic processes) the 
government resources to produce advanced research and 
development and spurred the competitive environment 
and risk capital that brought innovative products to 
market: free markets, free speech, democracy—that 
combination would allow cross-sectoral advancement 
across a society in service of economic prosperity. Until 
the last decade, this recipe made the United States and 
its Western allies technological vanguards: The digital 
and communications revolution—as detailed by Jeremy 
Cliffe in this volume—swept the globe, with unbridled 
optimism—cementing American superiority. 

The data revolution—with its emerging negative 
ramifications experienced first across the world through 
the capacities of US-built platform technology, quickly 
merging into the wider capacities of unregulated 
algorithms, created a disintegration of the concept of 
privacy and ever-expanding capacities of AI and revealed 
“new tech’s” darker side. “Big Tech’s” current $1 trillion 
valuation crisis seems a consequence of its overly optimistic 
global appetite—raising questions about technology as 
the savior of global growth.2
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Most democracies have now fully 
awakened to the dangers that aspects of 
technology can pose to their values, norms 
and systems, even in their own hands—
with democratic integrity and functionality 
challenged by outright cyberattacks on 
democratic infrastructure alongside the 
spread disinformation and its real-world 
consequences on democratic integrity 
across the globe. 

In a world in which information traveled at lightning 
speed, no nation-state—no matter how closed—would 
be able to retain an absolute monopoly on violence, 
security, information and financial flows. Western-built 
technology did not imply that its usage would be imbued 
with “western” values. 

Systems designed to steer, decelerate, broaden and 
democratize decision-making—in short: democracy’s 
bureaucracies—were simply overtaken by the speed of 
technological capacity and corporate greed to open and 
access markets, often with deep political and diplomatic 
implications: Where in 2009 a State Department could 
still ask that corporate leaders of Twitter delay system-
wide updates to allow Iranians to keep communicating 
with the world, by 2017 there was no more such government 
gatekeeping. Facebook’s own market-opening efforts 
around “Free Basics” became a tool for genocide against 
the Rohingya in Myanmar. Parent company Meta is now 
subject to a $150 billion lawsuit for providing a “defective 
product” and acting with “negligence”—negligence that 
might be linked to 7,000 deaths.3

And where formerly owned government telecommunications 
providers couldn’t keep up with sourcing the component 
infrastructure to build advanced networks, to power 
transformative 5G/6G technology at the speed of change, 
formerly-state owned operators now sought and signed—
as Telekom/T-Mobile did in 2019—near-ironclad contracts 
to continue purchasing Chinese-made hardware, against 
a shifting tide of geopolitical or national security concerns 
(and de facto now undercutting the current government’s 
coalition agreement promises of “clean networks”), 
creating industrial dependencies not easily turned back.4,5

CHINA’S INTERNATIONAL TECH 
FOOTPRINT EXPANDS

The last decade also proved a major fallacy in the 
assumption that openness, innovation and democracy 
lie at the heart of this recent technological revolution. 
China crafted its rival status in direct opposition to the 
Western model: by controlling its markets—inflow and 
outflow and its particularly-tiered corporate structure 
and by increasingly centralizing its authoritarian 
policies, developing strategies to expand its influence 
(from the BRI onward) and increasingly tightening 
restrictions on free speech. Despite recent economic 
shocks and slowing growth projections, China could  
still edge out the U.S. in achieving its 2025 AI and deep 
tech ambitions.6

Under the cover of its “Great Firewall” China retained 
the kind of global connections in R&D that would feed 
its circular economy and steered a progressive and 
sequenced acquisition of intellectual property and 
sufficient stake in Western (sub-)technology providers, 
component parts and machine-building capacities to 
control market inputs, develop rival technologies at 
scale to crowd out the few Western providers in the 
Chinese market over time and experiment with massive 
investments in risky technological innovation, including 
dual-use technology and quantum.7 It has been nurturing 
its semi-conductor industry pro-actively, not least through 
its National Integrated Circuit Industry Investment 
Fund.8 It accomplished all of this through central 
stewardship, while expanding the authoritarian control 
of its own population through mass surveillance 
technology (626 million facial recognition cameras 
covered the country by 2020), and while making the 
latter an export technology for its international footprint 
through the Digital Silk Road.9

“Open to the world but closed at home”—it effectively 
siphoned data from (BRI) client cities and countries 
across South America and Africa to build ever more 
sophisticated AI systems in line with its 2025 strategic 
ambitions,10 while allowing leaders in the global South 
(and in Iran, Russia and parts of Europe) to actively 
suppress human rights, freedom of expression and 
democratic values, using tools “made in China.” Today, 
the West’s teenagers are addicted to China’s TikTok, 
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while their data (likely) moves seamlessly Eastward 
feeding closed AI development to improve surveillance11, 
as well as the Chinese government’s behavioral and 
political forecasting tools in full violation of data privacy 
policies painstakingly agreed by lawmakers. Only nine 
out of 27 European countries can boast “clean networks,” 
marking continuous dependency, while the U.S. FCC has 
banned Chinese-origin electronics on national security 
grounds—but local telecom networks in the U.S. still 
aren’t fully free of China-made components. An entirely 
uneven picture of stewardship, regulatory reach and 
international practice emerges. 

The war in Ukraine has brought all these streams into 
direct confrontation: There, techno-democracies and 
their companies who—who have reframed corporate 
interests as their contribution to national, democratic 
interest—are actively engaged in the war effort. Much 
of Ukraine’s resilience in the face of wiper, ransomware 
and DDoS attacks on the country’s critical infrastructure, 
its networks, energy grids and hospitals, as well as the 
continued operations of its dispersed digital army and 
constant repairs to its Govtech apparatus, can be 
directly linked to contributions from Microsoft, Palantir 
and Starlink. 

The message?  
Democracy does not win  
without technology. 

Squeezed by sanctions, abandoned by its IT elite and 
dependent on China for semi-conductors, military 
technology, and satellite back-up, Russia has actively 
embraced the deepening of a splinternet, which it began 
to pursue in active partnership with China in 2013 when 
the two countries signed news and information exchange 
agreement. The following years, leading up to February 
7, 2022 “friendship agreement” between the Russian 
and the Chinese leaders served as a phase to consolidate 
their joint views of cyber “sovereignty” and attempt to 
push their vision of suppression of speech through 
technology (Putin signed on to a number of China’s 
tech-driven playbooks for authoritarian rule), by 
advancing their unified vision of new global cyber order 
on the basis of Huawei IP protocol at the heart of the 
International Telecomms Union (ITU) and multilateral 
arenas from New York to Geneva. 

Now, we see a hastening of the development of a 
sovereign yet joint Russo-Chinese internet model (part 
of China’s “Great Rejuvenation”), supported by a wider 
Eurasian sphere including Iran, which has increased its 
purchase of Chinese surveillance technology to suppress 
current revolutionary energies.12 The Sino-Russian 
information war has had measurable impact on the 
global interpretation of Russia’s actions against its 
sovereign neighbor. And beyond the overheating semi-
conductor race over the shortage of raw materials, 
Russia’s war motivations are at least partially stoked by 
the $12.5 trillion valuated rare earth minerals deeply 
buried across embattled terrain in Eastern Ukraine.13 
Even to the future of the tech race, geopolitical and 
territorial control matters. The message? Autocracy 
does not win without technology.
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RECONCILING MODELS OF TECH 
GOVERNANCE: STILL FIT FOR PURPOSE? 

These developments foreshadow what might still be to 
come. Over the past decade, Western governments have 
attempted to fortify their own systems along the entire 
tech stack, depending on their strategic needs, interests 
and capacities—from shifting hardware and industrial 
policies (clean networks), to curtailing the export of 
sensitive and dual-use technology, to stepping up 
oversight and regulation. While the struggle for democratic 
norms and standards has played out across multilateral 
fora—i.e. the UN Open-Ended Working Group on 
responsible behavior in cyberspace (OEWG) and in 
telecom standard-setting bodies, such as the ITU, which 
have seen direct face-offs between authoritarian and 
democratic leadership,14 democratic countries have also 
been mapping out areas of collaboration and competition. 
With structural limitations in its competition with U.S. 
technology, the EU has developed a regulatory framework 
and led the U.S. in resolving critical and divisive issues 
on data privacy and storage. Between the development 
of the GDPR, the Digital Services Act (DSA) and the 
Digital Markets Act (DMA) designed to both widen and 
level the playing field for more competition to U.S. tech 
corporations, and a risk-first, human-centric approach to 
AI development and attempts to match the US in support 
for its semi-conductor industry and R&D environment 
to accomplish critical transitions ahead (green, energy, 
tech), the EU has discovered its added-value and 
institutional strength in democratic tech governance.

Europe’s examples have led to a push to strengthen U.S. 
domestic institutions—the Federal Trade Commission, 
the Securities and Exchange Commission and the 
Committee on Foreign Investment—to eye stronger 
mandates—and despite a patchwork of privacy regulations 
across the U.S., an administration wanting to advance 
toward more comprehensive rules that would bring “the 
West” into greater alignment. The Biden administration 
has considerably deepened its political leadership on 
cyber, industrial tech competition and AI, in part through 
the creation of a “mission agency” in the National 
Security Commission on AI (NSCAI), discussed in 
greater detail below. India, too, now a pivotal tech actor, 
has pushed for internet governance rules and technical 
standards with international reach—by banning Chinese 

software and hardware and creating data localization 
laws. Further, Narendra Modi’s government has created 
a New, Emerging and Strategic Technologies (NEST) 
division in its foreign affairs ministry, in part to oversee 
and coordinate their joint AI initiative (USIAI), their 
joint Science and Technology Forum (IUSSTF) and to 
feed joint conclusions stewarded through NEST into the 
Global Partnership on AI.

In addition to this unilateral deepening, an expanding 
number of bilateral formats—particularly around dual-
use technology and defense issues—have proliferated 
between democracies, including in the U.S.-India 
Strategic Partnership (2+2 format), and more recently 
through ad hoc coordination on semi-conductor 
development between the U.S., Japan and the Netherlands. 
The development of a patchwork of cross-regional 
alliances—from the U.S.-EU Tech and Trade Council to 
the EU-India TTC, to Quad structures to a deepening of 
existing, specialized multilateral cooperation within 
NATO and among intelligence services. 

Minilaterals—i.e. regionally focused, formalized 
multilateral constructs—have served the purpose of 
building trust over time, reducing heightened protectionist 
impulses, building confidence and “muscle memory” 
across disciplines and bureaucracies, in some cases 
laying the groundwork for sequenced and expanded 
agendas over time that may take minilaterals from 
coordinated industrial policy stewardship toward 
something more akin to strategic tech governance. But 
as Tyson Barker points out in his chapter on the EU-U.S. 
TTC in this volume, barriers of technological competition, 
issue-overload and issue-mixing continue to complicate 
negotiations.

But can an emergent patchwork of democratic alliances—
even ones that could incubate and expanding agenda, 
like the EU-U.S. TTC as a weighted “node” around 
strategic technology collaboration be sufficiently quick 
and coordinated to compete with what closed systems 
(a Chinese-Russian-Iranian-Eurasian union) might be 
able to achieve and the deliberate and strategic way they 
might force others, dependent on their technology (not 
least its surveillance capacities), to embrace technology 
designed to curtail individual freedom and abrogate the 
principles of democracy that underpin international law?
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FROM MINILATERALS TO A TECH-14?  
SCOPING THE BREADTH OF 
DEMOCRATIC INTEGRATION ON 
STRATEGIC TECH COOPERATION

Enter a broader thought: In 2008, U.S. policy planners 
in the Obama administration first floated the idea of 
creating greater strategic collaboration between the U.S 
and other leading countries committed to democratic 
values, leading to a series of cumulative Washington 
think tank initiatives. The Atlantic Council first pursued 
the collaboration of policy planners from 2014 onward—
the year of Russia’s illegal annexation of Crimea—now 
labeled as the D-10: Australia, Canada, France, Germany, 
Italy, Japan, South Korea, the United Kingdom, and the 
United States, plus the European Union charged with 
rethinking means to maintain democratic-led values-
based international order—without tech as the center 
piece. Already, in-group/out-group dynamics proved 
complex, with India, Indonesia, Poland, and Spain 
participating as observers. Six years later the idea 
became central to the UK G7 Presidency with membership 
constituting the core members plus Australia, India and 
South Korea.15 Later that year, it was coopted by U.S. 
President Trump as the primary venue to advocate for 
his “clean network” policy, to eliminate Chinese built 
5G hardware from networks of associated democracies. 
As limited as this approach was in scope, it prompted a 
flurry of activity among UK and U.S. think tanks16 and 
among advisors to the Biden campaign jockeying for 
position as he narrowed his international messaging 
around the threat of authoritarian countries to the 
international rule of law. 

A “Tech-10” (or later -12) could be the 
integrated yet flexible collaborative frame 
for democracies to counter the spread of 
‘authoritarian’ hardware, disinformation,  
AI and leading-edge advances and the 
expansion of the tech race into space and  
back under water—satellites, cables and 
fundamental connectivity. 

Whether or not China and Russia can form an expansive 
tech alliance on the back of the a Western sanctions 
regime forcing them together anew depends on a series 
of factors including 

a)  the degree to which Chinese (and other) ICT companies 
and hardware providers expand into the vacuum left 
across the Russian tech market (from of Western 
technology companies, 

b)  the ability of these other providers to skirt and the 
‘techno-democratic’ global community’s ability to 
set and enforce an increasingly narrow tech-specific 
sanctions corset (from the Foreign Direct Product 
Rule (FDPR) and beyond), 

c)  the capacity of Western governments and their 
technology corporations to link their affirmative tech 
hardware, infrastructure and connectivity plans 
meaningfully, particularly in Eastern Europe and key 
areas of the Global South—at speed—(B3W and Global 
Gateway) and implement these to push back against 
expansive efforts by Russo-Chinese collaboration and 

d)  the ability of ‘techno-democracies’—including the 
G7 states, Asian/Quad and South American partners—
to mitigate unintended consequences of sanctions 
on digital connectivity in and to non-permissive 
environments, so that there is no unintentional 
acceleration or catalyzation of authoritarian 
consolidation of a sovereign internet. Speed is of the 
essence. There are sufficient “wedge” areas in which 
smartly aligned democracies could put a brake on a 
deepening authoritarian tech-empowered web.

These four points alone (and there are others) speak to 
a great—an urgent—need for “techno democracies,” to 
seek closer possibly even institutional coordination, 
knitting together the currently existent and partially 
overlapping approaches in existing, purpose-driven 
alliances (i.e. NATO; Five Eyes) and by deepening 
strategic cooperation in technology through bilateral, 
minilateral (i.e in multiple, sometimes coordinated, 
progressively deepening formats with various partners), 
full multilateral subject-based arrangements (OECD; 
OEWG/UN; ITU/UN)—or as suggested by some, through 
the creation of a separate alliance of technology-vested 
global democracies in a T-12. 
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A DEMOCRATIC TECH ALLIANCE: 
T-12? MINILATERAL? PLURILATERAL? 
MULTILATERAL? 

Technologically advanced democracies are those with 
“skin in the game”: Democracies whose corporations, 
research institutions and private and government-
funded innovation sectors produce key elements of 
today’s digital and tech infrastructure, and whose 
economic competitiveness increasingly relies on the 
flexible advancement of technology. These democracies 
are united in their commitment to rights-based,  
ethical deployment of technology, and regulation of 
technological assets withing a legal system capable of 
offering useful, clarifying legislation. The late April 
2022 declaration on the “Future of the Internet” and its 
60 signatories underscored how basic democratic 
premises might resonate with universal human rights: 
rooted in dignity, pluralism, open access, and economic 
empowerment for all people. But members of a Tech 10 
or -12 would need to be able to go beyond declarations 
of intent and move—quickly—into action. 

DEMOCRATIC STEWARDSHIP  
OF TECHNOLOGY:  
THE DIFFICULTY OF DEFINITIONS

Defining the parameters and depth of (liberal, 
participatory, expanding) “democracy” in the ‘techno-
democracy’ concept and the threshold for membership 
in an overarching, institutional arrangement has been—
as of yet—the major stumbling block for widening of 
technological stewardship at scale. Digital governance 
practices in India, South Africa, and most recently 
Israel—possible qualifying members of a T-10/T12 
coalition, can only be described as tending toward the 
illiberal. Within the EU, who would join member state 
governments (France, Germany, the Netherlands, etc.) 
in a possible alliance framework, leading member state 
politicians are actively courting Chinese surveillance 
and repression technology. Israel, with its undeniable 
technological advantages in intelligence gathering, 
dual-use development and start-up capacities did 
develop a new investment screening committee in 2020, 
but exempted investments in the tech sector from these 
evaluations, spurring the expansion of companies like 
Pegasus, which is hardly grounded in democratic 
principles. With the election of the most far-right 
government in the country’s history and its most recent 
attempt to weaken the country’s independent judiciary, 
its democratic “credentials” are waning.

To be a part of a T-12 alliance many leading tech 
democracies would need to work at home: Israel, Brazil, 
India and EU member states would have to negotiate 
their own relationships and dependencies on the Chinese 
market, sequencing and spacing decoupling efforts or 
seeking other means to keep sensitive data, intellectual 
property and tech manufacturing capacity out of China’s 
hands. The PHALCON and HARPY incidents around 
Israeli tech sales to China and its impact on Israeli-US 
relations read as a warning tale of just how difficult co-
existence between tech superpowers can be, if capacity 
to agenda-set is limited. 

Each of the possible “member” countries in such an 
alliance faces the challenges of vertical negotiations—
leading tech countries, i.e. the US, UK, France, Israel 
and increasingly India—with their own corporations, 
whose power out of the hands of government control 
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and supervision is having an impact on geopolitics. 
Further, it is entirely unclear which metrics would  
be used to evaluate the sustainability or “level” of 
democracy among possible member countries—though 
these metrics could be addressed. Finally, if trust-
building and information sharing has been challenging 
in a minilateral setting, an expansion to a larger but 
flexible format could thwart instead of accelerate 
progress toward the joint goal of policy alignment. 

FROM T-12 AMBITIONS TO 
MINILATERAL REALITIES: CREATING 
INTER-OPERABLE TECH GOVERNANCE

If a T-10/12/x were to emerge as a global ambition, it 
would need to serve first as a clearing house for existing 
and developing initiatives across the G7/NATO/OECD/
World Bank/UN, minilateral frameworks (all existing 
EU-US-India TTCs, QUAD and regional arrangements 
in Southeast Asia) and bilateral frameworks (U.S.-Japan, 
U.S.-India) and usefully clarify in-group/out-group 
dynamics in its relations with non-democratic tech 
leaders, including Singapore and Indonesia. 

A multilateral clearing-house structure of this nature 
would need to be capable both of scaling majoritarian 
initiatives (potentially emerging from minilaterals), while 
avoiding duplication, increasing functional interventions 
(against disinformation; supporting democracy protection) 
and create a series of negotiation and exchange platforms 
on data protection, privacy and privacy-enhancing 
technology and risk capital securitization to

• create deeper technological convergence (R&D 
sharing; semiconductor design, etc.) considering 
tech advances in authoritarian systems 

• establish functional risk mapping and early 
warning systems to protect vital joint interests 
(hardware systems and international critical digital 
infrastructure, including undersea cables); securing 
5G and 6G tech can be sourced from democratic 
countries, at scale and at competitive price points 

• develop and promulgate international norms and 
standards on ICT hardware, software and AI under 
democratic guidelines to be applied through 
existing bodies 

• map supply chain vulnerabilities and shortfalls in 
critical inputs (including for lithium, nickel and 
rare earth minerals); create a democratically 
monitored reserve structure 

• develop a certification program for high-quality 
infrastructure and tech projects [as part of global 
development agenda] 

• coordinate mechanisms for dual-use export  
control and verification of tech imports 
(particularly in the burgeoning smart cities and 
surveillance tech market) 

• provide sanctions guidelines for T-12 corporations 
mitigate unintended consequences that could 
hasten authoritarian consolidation of a sovereign 
(Sino-Russian) internet 

• exchange intelligence on scaled disinformation  
and disruption of major data flows i) expand the 
existing “grand challenges” projects on ‘democracy 
affirming tech’ to a global scale. 

Secondary ambitions might include the protection  
of T-12 cities from the overreach of authoritarian/
surveillance technology providers into the Smart City 
space (a market now valued at over $800 billion annually), 
which could be ‘backdoors’ to creating significant 
damage in democracies, both in critical infrastructure 
and democratic discourse. The coordination of global 
funding resources could be a further secondary ambition: 
The 2018 MOU between Australia, Japan and the US to 
collectively source private capital to fund major regional 
infrastructure projects (effectively a precursor to the 
B3W plans of the Biden administration), including the 
2020 internet cable to Palau is a model of potential 
projects to emerge from closer coordination between 
democratic countries on structural network provision—
beyond minilateral structures. In Cape Verde, where 
cables from North America meet European and African 
cables, the race for control is clearly on. 

For all of the need, the hurdles are similarly real: 
Divergent threat perception and market dependencies 
have led to a preference for bilateral or minilateral 
cooperation around a circumscribed set of priorities that 
also level playing field of leadership toward greater 
parity and functional, practical exchange. Legal 
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precedence, questions around leadership structure, fear 
of duplication, existing trade agreements with in-built 
market protections, intelligence and political statutes 
and structures, and stark differences in technology 
culture and degree of technological capacity, and 
competitor status among possible T-12 “members” 
alongside fears of “further antagonizing China,” are 
some of the main reasons political dynamism has not 
aggregated around elevating nascent collaboration on 
a wide spectrum of technology issues to this level. 
Failure of the idea to pick up momentum speaks not 
solely to the breadth and depth of barriers, but rather 
to the fact that trust-based organization forms must 
both be scoped correctly and have a measurable function 
to create social and organizational capital over time. 
For example, a potential T-12 precedent, the D5—UK, S. 
Korea, Israel and New Zealand—focused on GovTech, 
CiviTech and OpenTech best practice exchange, has 
taken six years to develop into D9, building on common 
values, pooled knowledge and gradual trust building.

As useful as it is to chart the possibilities of a structured 
T-10/12, “weighted nodes” of collaboration in minilaterals, 
where members which overlap must take care to avoid 
policy duplication and alignment is likely “as good as it 
gets” for the medium term. As Tyson Barker describes 
in this volume, the EU-U.S. Tech and Trade Council 
could be such a node. 

It has quickly redeemed itself to become a multi-agency, 
multi-sectoral negotiation framework and clearing 
house, focused on mapping, regulatory impact 
management, resource pooling, information sharing and 
the often-delicate negotiation of subsidies and (tech)-
expansionary use of trade tools for common objectives. 
Within a year of its existence, it had additionally become 
a forum for multi-stakeholder negotiations of tech-
adjacent policies with ramifications for international 
competitiveness, adding formats to address issues of 
mutual agreement and contention, such as the impact 
of the US CHIPS Act and the US Inflation Reduction Act 
on the freedom of operation for European companies, 
pointing to the fact that it could also be seeding the 
bases of a new transatlantic trade pact. 

Its capacity to act as a trust-building venue after the 
erosion of transatlantic collaboration in the Trump era 
made it exemplar in its design: The EU-India TTC will 
not only follow similar structural make-up but be 
sequenced to interact with the EU-U.S. TTC, to avoid 
duplication of efforts and a stripping of resources. 
Similarly, there are early indications that the Indian 2+2 
format with the United States, encompassing foreign, 
intelligence, military and science collaboration in a 
bilateral format, will be framed to connect more 
seamlessly to EU-U.S. and EU-India TTC provisions. In 
addition, nothing bars TTC working groups from at least 
informally exchanging with the two QUAD structures 
on critical emerging technology and defense technology, 
and numerous bilateral structures focusing on specific 
digital policy subsets.

Core elements of the EU-U.S. TTC could similarly serve 
as a model to expand coordinated tech governance to 
Latin America and the Caribbean, under European 
leadership, as Jose Ignacio Torreblanca and Carla Hobbs 
have argued as a priority under the Spanish Presidency 
of the EU in 2023.17 Distilling from the lessons around 
trust-building, values ascertainment, transferability of 
regulatory framework tools (particularly around data 
security and privacy), and practical knowledge-sharing 
(i.e. rare earth mapping, sustainable mining) from  
the existing “node” structure in in the EU-U.S. TTC will 
facilitate the successful establishment and maintenance 
of this minilateral. 
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RETHINKING DIPLOMATIC 
INTELLIGENCE FOR TECHNO-
DEMOCRATIC STEWARDSHIP 

Gaining and defending ground for techno-democracies, 
no matter in what forum—closed multilateral, global 
multilateral, sequenced minilateral—will demand an 
expansion of diplomatic practice, one that mimics the 
corporate development cycle for tech applications or 
products—from mapping and foresight, to risk analysis 
and gaming, open and closed lab structures (or in the 
language of diplomacy: functional Track 1.5 and 2 
dialogues) with greater tolerance for risk and error, but 
focused on means to achieve both better technology 
outcomes from the exercise of diplomacy and to build 
regulatory capacity from the ground up, to continue to 
expand the translation of democratic norms and values 
in legislation across all forms of governance, from 
nation-state to multilateral fora. 

Building diplomatic and regulatory capacity begins with 
priority setting and executive signaling. The Biden 
administration telegraphed its seriousness on integrated 
tech policy across departments by elevating the Office 
of Science and Technology Policy to cabinet level. 

Most recently, Japan, the U.S. and the UK used their 
individual national security-, defense- and technology/
cyber strategies to send a similar signal: Technology—
hardware, software, defense and societal applications, 
digital rights—flow like a plumb line through these 
documents. 

Negotiation tables of the future will have to be structured 
vastly differently, if the wider intention might be to use 
“minilateral” formats to advance toward a “T-x structure” 
of techno-democracies. It will require a cross-systems 
approach that builds in vertical negotiation with a 
country’s own corporations and their activities abroad.

It will also require figuring out how diplomatic knowledge 
about all aspects of technological development, usage, 
dependencies, etc. about the “other” is shared within 
network. Where China’s CICIR can simply and centrally 
plan, synthesize and analyze multi-sector conversations 
(even those in a Track 1.5/2 format) for strategic 
purposes across all domains of data diplomacy—in part 

using AI for data analytics—in their “sovereign” domain 
and with partners, techno-democracies will have to lean 
toward increased openness—and more inclusive formats 
for their advantage.18 As Madeline Carr argues “China has 
a comprehensive insight into all other states that engage 
with it, whereas we have only our own.” China uses over 
30 methods, both licit and illicit, and a diverse cadre of 
actors to gain access to non-native technology. 

Devising common regimes that can then allow for 
regulation that is both sufficiently narrow, as to not 
impede corporations and the industrial base and achieve 
long-term national security goals is difficult enough at 
home, as evidenced by ongoing negotiations around a 
functional outbound investment screening mechanism 
for critical technology in the U.S.19 Elevating these 
discussions to the multi-lateral level with the EU or 
Japan (or the EU with India) seems near impossible if 
earliest stages—including the diplomatic assembly of 
working groups—are not conceptualized in an 
interagency format, with outside expertise and constant 
corporate cooperation. The Quad Cybersecurity Joint 
Principles and the working group structures of the EU-
U.S. TTC establish norms of this structured cooperation 
and are examples in this regard.20

The greatest value of the minilateral structure moving 
toward weighted notes of a T-x collaboration, as discussed 
above, could well be in achieving a more complete picture 
of the array of challenges, vulnerabilities and possibilities 
facing techno-democracies. This has already begun as 
part of the EU-U.S. TTC framework and through domestic 
R&D investments of a different sort, with a mapping of 
rare earth materials as agreed as the May 2022 Saclay 
meeting, with a decision on strategic overland and 
subsea cable connections (beyond potentially Cape 
Verde) as confirmed in December 2022 and in the 
diagnostic work for the alignment and resiliency of 
Global Gateway and B3W projects. Individual partners 
have already developed scalable diagnostic structures, 
including the EU’s 5G Toolbox and the U.S National 
Network for Critical Technology Assessment or the new 
Directorate for Technology, Innovation and Partnerships 
at the country’s National Science Foundation conceptualized 
particularly to probe for weaknesses in the country’s 
supply chains and delineating emerging challenges to 
be solved by the better application of edge technologies. 
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RECOMMENDATIONS FOR THE  
NEAR-TERM FUTURE

If leading techno democracies pursue an ideologically-
centered governance architecture, they must realize 
such an initiative could similarly signal authoritarian 
governments to accelerate their own splintering efforts, 
when challenges of the global commons—climate 
change, pandemic prevention, supply-chain integrity—
will demand interoperable technological solutions for 
global progress. 

In fact, on certain issues—both domestically 
and internationally—democratic governments 
should be embracing radical openness, instead 
of closure, to advance. 

Forming “mission agencies” at home, like the multi-sector 
National Commission on AI (NSCAI), imbued with the 
authority of the Executive, but with a multi-stakeholder 
approach and a singular objective, organizations like this 
can catalyze policy implementation, including passing 
legislation and creating structures to catapult U.S. AI 
capacities into the future. The NSCAI and the concept of 
mission agencies in general should serve as the blueprint 
for Germany’s “Alliance for Transformation,” and other 
such consortia emerging across the European Union, for 
example, dedicated to thinking technological challenges 
down to the core, including to changes in the education 
systems across democracies.21

Secondly, techno-democracies should—in part because 
the challenges are so rife and arriving at such speed—
should avoid creating duplicative structures at all costs. 
Instead, particularly when it comes to the urgent need 

to reform national foreign policy and intelligence 
structures as outlined above, they should be comparing 
notes. Australian National University’s Tech Policy 
Design Center and its database of tech policies from 40 
countries can help other democracies looking to make 
efficient policy-design choices that can support both 
the deepening of minilateral structures and can support 
the creation of a “floor” toward the construction of a 
wide tech governance structure. 

Finally, the strength of global democracies—regardless 
of the stage of their democratic development—lies in 
their openness, and ability to establish values and norms 
even in working consortia such as these nascent tech 
governance structures. The ability to use collaborative 
formats to build “in network” stickiness, delivering 
‘proof of concept’ to restore a modern version of the 
liberal democratic promise to guarantee physical and 
economic security alongside expanded democratic rights 
of free expression and participation in the digital sphere 
will create its own power. To use that power systematically 
(against the threats wielded by autocracies against these 
principles with the tools of the digital age), democracies 
will need to adapt and redefine their notions of collective 
governance and control. 

These are massive changes in bureaucratic and political 
practice, particularly in a world in which democratic 
openness has spurred overheating capitalist gains  
from technological advancement. Quickly, democracies 
will have to learn how to negotiate power with their own 
corporations, or risk mimicking regulatory approaches 
that force companies into line (the Chinese way) but 
reduce the innovative capacities that define democracies. 
The choices are as real as they are stark—and above  
all, urgent.
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This paper examines how the digitization of information 
and the emergence of social networks have resulted in 
the weakening of liberal democracies and, in parallel, 
the strengthening of authoritarian regimes. To counteract 
the ability of foreign actors to disseminate narratives 
that delegitimize democracy, it proposes that the European 
Union should lead a grand multilateral agreement that, 
in the manner of Bretton Woods, establishes the 
framework for a democratic governance of technology.

THE WEAPONISING OF INFORMATION 
AGAINST DEMOCRACIES

Freedom House has documented 17 straight years of 
democratic decline around the world.1 The result is that 
consolidated democracies are devolving into the illiberal. 
“Born again authoritarians” countries like Turkey that 
once had democracies and have regressed are no longer 
the exception. And, as the cases of Hungary and Poland 
prove, the decline is happening even at the very heart 
of the European Union, which claims to be the most 
advanced space for democracy in the world.

This global democratic decay represents a major 
geopolitical challenge for the EU, which has an 
existential interest in sustaining the multilateral liberal 
international order. As the President of the European 
Commission, Ursula von der Leyen, has pointed out, 
multilateralism, synonymous with a law-based order, is 
in the EU’s DNA: it underpins its security and prosperity. 

However, as the EU has experienced only too well over 
the past decade, without liberal states (at home) a global 
liberal order is not possible: illiberal states and 
authoritarian regimes conceive of the international 
order as a destabilizing element from which to isolate 
themselves or in which to participate exclusively 
according to a logic of power, or, even, an existential 
threat they thus must undermine.

Among the various elements negatively impacting  
on the quantity and quality of democracies, it is  
worth highlighting two interrelated phenomena that 
profoundly weaken democracy: one, the increased 
political polarization and second, the loss of faith in 
elections. As we have seen in the U.S. with the assault 
on Capitol Hill and in Brazil when the three branches of 
government were stormed, the combination of both 
elements makes for a very dangerous cocktail.2 This 
involution is the consequence of the systematic destruction 
of communicative, media, and political representation 
spaces of our societies as a result of the disintermediation 
facilitated by the new information and communication 
technologies, i.e., social platforms and networks.

The decline of democracy goes hand in hand with the 
rise of digital authoritarianism. On the one hand, 
authoritarian regimes are increasingly effective in 
suppressing dissent, controlling social networks and 
exporting surveillance technologies to third countries.3 
These regimes have found in the horizontal and open 
nature of these networks and in their inadequate or  
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non-existent regulation in many countries, a vulnerability 
to exploit against democracies. 

Data shows that between 2014 and 2020,  
1.7 billion people in 33 countries voted  
in elections that were interfered in by 
foreign powers.4 

Democracies also experienced large-scale COVID-19 
disinformation aimed at destroying public confidence 
in authorities, experts, institutions, and the media.5 

The war in Ukraine has provided a good example of how 
vulnerabilities in the information space do not only 
harm democracy at home but can turn into major 
geopolitical and security weaknesses. As we saw, in the 
months leading up to the February 24th, 2022, aggression, 
the Russian disinformation machine was able to globally 
counter US warnings about the intentions of the Russian 
military deployment quite effectively. Strategies of 
denial, ridicule, and delegitimization helped to shape 
public opinion and encouraged European governments 
into believing that the military intervention was a US 
propaganda operation to stigmatize Russia, when its 
real goal was to prevent both NATO and EU partners 
from fully committing to the defense of Ukrainian 
sovereignty.

It is true that Ukraine has subsequently been able to 
build a very powerful narrative of its will to resist, which 
in turn has allowed it to sustain its war effort and garner 
vital moral and material support for resistance to the 
Russian invasion. At the same time, however, European 
authorities have found that outside EU borders, in what 
many refer to as the “Global South”, Russia has been 
very successful at undermining the legitimacy of the 
European and US response. Although the Russian 
military has suffered severe defeats on the ground, as 
EU High Representative for Foreign and Security Policy 
Josep Borrell has noted, when it comes to the battle of 
narratives, the EU has been losing.6

THE EU COUNTER DISINFORMATION 
EFFORTS

The European response to this challenge is insufficient 
in large part because is being waged in a field, that of 
information and communication on social networks, in 
which the European Union and member states are not 
fluent or competent. In his recent speech to EU 
ambassadors meeting in Brussels in December 2021, Mr. 
Borrell rightly lamented the reactivity, lack of presence 
and ineffectiveness of European diplomacy in the global 
conversation on Ukraine and encouraged them to join 
the battle of narratives.7 However, as one diplomat in 
the room rightly criticized: ‘we are being asked to 
respond to an industrial disinformation operation by 
tweeting a little more every day’. The EU’s frustration 
is understandable, but to overcome it Brussels will need 
to understand how and why it has reached the situation 
it finds itself in.

The EU has taken some important steps in regulating 
social media already. In 2018, it published its first 
communication on disinformation.8 It then invited large 
platforms to join a process of information sharing, 
transparency, and best practices through which it was 
able to get companies to start actively engaging in and 
be held accountable for taking down fake accounts, 
detecting coordinated inauthentic behavior (CIB), and 
monitoring the truthfulness and authenticity of political 
advertising. With the approval of both the Digital 
Services and Digital Market Acts (DSA and DMA), the 
EU has shown great determination and vision to contain 
the most damaging effects of social media platforms 
and networks on democracy. In this task, it has 
undoubtedly been helped by the pandemic, which has 
made clear that disinformation can have a powerful 
impact on public health and should be considered a 
social risk of the first magnitude. As a result, society, 
the media, public opinion, and governments have 
changed their perception of the risks associated with 
social networks and begun to act within their respective 
spheres of competence to counteract these trends.

Two criticisms of the EU that should be flagged are that 
this determination has been inward-looking and 
primarily defensive, rather than offensive or proactive. 
The result is that globally, starting with the U.S., the 
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lack of or inadequate regulation of social networks 
continues to threaten the integrity of democracies and 
their communicative and deliberative spaces.

The EU cannot be triumphalist. Its program of strategic 
autonomy or (more ambitiously) “digital sovereignty” 
is far from complete when it comes to preserving 
democracy from the misuses and abuses of technology. 
On the one hand, the regulatory success of such rules 
as the DSA remains to be demonstrated in practice: its 
deployment and implementation will be slow and fraught 
with difficulties, both on the part of governments (since 
member states bear a large part of the responsibility), 
and of social platforms and networks, whose commitment 
to this regulatory agenda, as the cases of Tik Tok and 
Elon Musk’s takeover of Twitter show, are weak, fragile, 
or non-existent.

On the other hand, European initiatives to fight this 
global battle of narratives need a major update. The 
pioneering anti-disinformation service launched by the 
EU’s External Action Service, East StratComm, built a 
catalogue of nearly 15,000 pieces of Russian-sourced 
disinformation. This repository has educated a whole 
generation of politicians, journalists, and experts on 
the complexities of disinformation narratives, but this 
massive effort is proving to have the same limitations 
as the fact-checking processes undertaken by civil 
society and the media. Disproving or classifying 
information as false is necessary, but this disproval does 
not automatically reach the people who consumed the 
disinformation; they are located in communicative 
bubble-spaces that are immune to these processes. 
Verification neither acts on the ecosystem in which 
disinformation is disseminated nor acts at source against 

those responsible for its creation and dissemination. It 
is, therefore, a partial and very incomplete tool.

Acting on the digital ecosystem requires well-honed 
legal capacities, and herein lies the importance of the 
DSA. Acting at source is especially complicated because 
whereas the EU adopts a defensive, legalistic, and 
protective position to establish attribution processes 
based on empirical evidence and the use of legal 
instruments (police, prosecutors, judges, and courts), 
the actors that develop influence strategies act 
offensively and with long-term strategy according to a 
logic of power and conflict that in many cases is 
analogous to that of warfare. As RT’s director Margarita 
Simonyan revealed, Russia’s networks of influence and 
interference are not spontaneous: over the last few 
years, Moscow has developed a long-term strategy to 
create and cultivate loyalty among audiences in the West 
who could be mobilized at critical moments to defend 
its positions, weaken the Western consensus, and 
delegitimize its messages and institutions.8 Such a long-
term media strategy that includes TV channels as well 
as digital and social media is something the EU lacks 
(and is hardly available to a government apparatus in a 
democratic society). 

Thus, in its fight against the abuse of 
technology to undermine democracies,  
the EU is doubly hamstrung by a defensive 
and legalistic logic that prevents it  
from acting proactively and in accordance  
with a geopolitical and security logic.  
What can it do about this, and what is  
it doing?
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A DIGITAL BRETTON WOODS

As a result of reflection on the EU’s insufficient external 
activism in digital matters and concerns about both the 
growing intersection between geopolitics and technology 
and the rise of digital authoritarianism, the EU adopted 
its first external digital diplomacy in July 2022.9 This 
strategy sets out the need for the technological and 
digital component as a central element of the EU’s 
external action and aims to combine and coordinate 
under a single strategy element of political action that 
have hitherto been scattered, e.g., external action 
aspects of the cybersecurity strategy, the action plan 
on democracy or the fight against hybrid threats, 
including foreign information manipulation and 
interference (FIMI).

In addition to this coordination, the Council invited the 
Commission and the High Representative to work closely 
with like-minded countries, both bilaterally and 
regionally, and multilateral organizations to maintain 
an open, free, global, stable, and secure Internet based 
on a multi-stakeholder approach. In doing so, the EU 
consolidates its vocation to the global governance of 
technology with the aim of imprinting on this 
governance its humanist and rights-based vision of 
technology or, as the Council puts it, the shaping of 
“ethical, safe and inclusive international technology 
standards.” Special attention should be paid to the 
expression of the will to act on “countries of strategic 
importance that have a high level of vulnerability,” to 
combat Internet shutdowns, arbitrary or indiscriminate 
digital surveillance and data retention, to protect human 
rights defenders and civil society online, and to expand 
civic spaces.

This is an ambitious agenda that requires 
coordination between multiple levels both 
within the Commission and between  
European institutions and organizations.  
Just as important, if not more so, is that  
such a strategy requires close and in-depth 
dialogue with third actors, both bilaterally  
and multilaterally. 

Some, e.g., the Trade and Technology Council (TTC) 
with the United States and digital partnerships with 
Japan, Canada, and Korea, are already underway. The 
EU has also shown its vocation to coordinate its 
strategies with Indo-Pacific countries, the African 
Union, and Latin America and renew its cooperation in 
the framework of such organizations as UNESCO, the 
ITU, and the OECD.

If the EU is to become this “force for digital good,” it 
will have to go much further. As has been said many 
times, the weight, power, and attractiveness of its 
internal market turns the EU into a de facto regulatory 
superpower. The accumulation of legislation on digital 
and technological matters approved by the EU in recent 
years that covers everything from data to AI, digital 
markets and services, and cybersecurity undoubtedly 
makes the EU the most densely regulated digital and 
technological space in the world and a benchmark for 
many countries (not least of which the U.S.) to imitate.

Ideally, with all these regulations in place and with their 
successful implementation, the EU would be in a position 
to claim to have achieved its desired goal of strategic 
autonomy (or, at least in part, “digital sovereignty”). 
With respect to the rest of the world, it could rely on the 
“Brussels effect” popularized by the conversion of its 
European data regulation (GDPR) into the global data 
gold standard. But would that be enough? Or credible? 
As with security, the risks and threats posed by 
technology are not divisible in a global market and such 
a conflict-ridden geopolitical environment. As in so 
many other matters, even if it could, the EU cannot 
aspire to standards so high that by their very cost and 
nature they are unattainable by the rest of the world. A 
“Galapagos effect” that renders the EU so advanced in 
its rules that it cannot relate or deal with anyone is 
simply not possible nor desirable.10 The EU must 
therefore think in terms of global governance. This 
requires seeking to empower third parties, be they 
governments, parliaments, independent institutions, 
civil society, or experts outside Europe.
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One of the great difficulties in this task is the relationship 
with the U.S. In a world dominated by geopolitical 
rivalries and high-voltage tensions between the West 
on the one hand, and China and Russia on the other, 
there is not enough room for two models of digital 
governance as opposed to each other as the European 
and the US. In an ideal world, the U.S. and the EU should 
be able to design together with other like-minded OECD 
and Global South countries a digital governance 
architecture equivalent to the Bretton Woods system 
achieved after World War II. If back then an international 
liberal order was tailored to merge and satisfy both the 
material needs and the moral aspirations of liberal 
democracies, the challenge today would be to achieve a 
multilateral digital liberal order compatible with liberal 
values, or at least as broad a sphere of rights-based 
technological governance as possible given that China 
and Russia would refuse to be part of such an order.

The US polarization precludes Washington from 
becoming a driving pillar of such rules-based global 
governance. And even if legislation matching the EU 
was approved by the Democrats or through bipartisan 
agreements, uncertainty about the reversibility of any 
international agreements the U.S. might eventually 
commit itself to would be very high. Although many 

domestic actors in the U.S. (states, cities, civil society) 
aspire to this regulatory convergence with the EU that 
could eventually become a template that could be 
extended globally, the difficulty of bi-partisan consensus 
and the classic reluctance of the executive and legislative 
branches to reach internationally binding agreements 
make it very difficult to take this first step. For this 
reason, although agreement between the U.S. and the 
EU is not a sufficient condition for global governance, 
it is a necessary one.

There is a plethora of actors in the Global South and the 
G-20 orbit (India, Brazil, and others) whose cooperation 
and contribution are also essential. For both the U.S. 
and the EU, talking and agreeing with these actors is 
extremely difficult not because their alignment with 
democratic and liberal values is weak or fragile (where 
are they not nowadays?: as it is said, “let he who is 
blameless cast the first stone”) but because their vision 
of international order and global governance is mediated 
by their past negative experiences with the West. Many 
of these countries conceive of the multilateral order as 
a purely Western artifact aimed at safeguarding Western 
power and excluding others. Their participation in such 
an enterprise cannot be taken for granted.

GEOPOLITICS, GOVERNANCE AND DIPLOMACY OF TECHNOLOGY: RECENT TRENDS

D
E

M
O

C
R

A
C

Y
-A

F
F

IR
M

IN
G

 T
E

C
H

N
O

LO
G

IE
S



52

CONCLUSIONS

Convergence among democracies must come from below 
and not from above. Actions speak louder than words 
such that when countries see the tangible benefits of 
such a model, they will make it their own out of pure 
self-interest. Just as after the Second World War, when 
the U.S. and the other liberal democracies managed to 
fit their economic and security interests into a multilateral 
framework that was also liberal, the challenge for the 
EU today is to offer liberal democracies a model of 
embedded multilateralism in terms of global internet 
governance. 

As a matter of both interest and principle, 
the EU’s DNA demands the same approach 
to the governance of technology as to 
health or the environment: as a global 
public good to the provision of which it 
contributes decisively, even if unilaterally  
at first to establish a tit-for-tat model of 
cooperation.

Just as God can write straight with crooked lines, the 
EU can unilaterally promote technological governance 
in the interest of all by going solo at the beginning and 
then invite others in to try and set up a multilateral 
framework regulating digital technologies for the 
benefit of all.
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RETHINKING DEMOCRATIC  
TECH GOVERNANCE IN  
THE EURO-ATLANTIC:  
A TTC PROGRESS REPORT
– TYSON BARKER 

5.

The U.S.—and to a lesser extent, the EU—have 
undertaken two strategic shifts in their approach to 
democratic tech governance. The first, particularly in 
the case of the U.S., is the shift away from classical 
treaty-based, trade-centered agreements to more flexible 
arrangements like the U.S-EU Trade and Technology 
Council (TTC) based on the nexus of technology, 
industrial policy and trade as a means to create fit-for-
purpose international partnerships with democratic 
and like-minded states. The second is the shift in 
understanding of strategic technology access and 
control of the innovation industrial base as a source 
for geopolitical power—with implications for economic 
security for strategic technology and a renaissance in 
techno-industrial policy. Taken together, they provide 
a broad diplomatic trajectory in digital technology,  
an area where national security, tech-industrial 
competitiveness and human rights converge. This 
article attempts to address how the U.S.-EU partnership 
is responding to these shifts and what it means for their 
joint efforts to support norms, technical standards, 
protocols, means of communications, international 
institutions, and ultimately international digital order. 

RETHINKING DEMOCRATIC TECH 
GOVERNANCE IN THE EURO-ATLANTIC: 
A TTC PROGRESS REPORT 

Against the backdrop of a darkened global tech order, 
the U.S.—and to a lesser extent, the EU—have undertaken 
two strategic shifts in their approach to democratic tech 
governance. The first, particularly in the case of the 
U.S., is the shift away from classical treaty-based, trade-
centered agreements to more flexible arrangements 
based on the nexus of technology, industrial policy and 
trade as a means to create fit-for-purpose international 
partnerships with democratic and like-minded states. 
For the U.S., this approach is centered around the U.S.-
EU Trade and Technology Council (TTC) in the Euro-
Atlantic and the Quad/Indo-Pacific Economic Forum 
(IPEF) in the Indo-Pacific. The second is the shift in 
understanding of strategic technology access and 
control of the innovation industrial base as a source for 
geopolitical power—with implications for economic 
security for strategic technology and a renaissance in 
techno-industrial policy. 

Taken together, they provide a broad diplomatic 
trajectory in digital technology, an area where national 
security, tech-industrial competitiveness and human 
rights converge. In operational terms, they create the 
foundation for Washington’s tech governance and 
international coordination to bend Russia’s war on 
Ukraine in Kyiv’s favor and address the chronic challenges 
of techno-authoritarianism posed by China in the  
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Indo-Pacific and globally. The shifts open the 
opportunity to broaden political discourse in Europe about 
what a comprehensive approach democratic technology 
governance with the U.S. and other democracies might 
look like. Currently, however, that discourse is fraught 
with frustrating inconsistencies, contradictions, and 
recriminations—at times strengthening collaboration 
but also exposing tensions between the U.S. and its 
democratic allies in Europe.

This article attempts to address how the U.S.-EU 
partnership is responding to these shifts and what it 
means for their joint efforts to support norms, technical 
standards, protocols, means of communications, 
international institutions, and ultimately international 
digital order. First, it will look at the origins and design 
of the shift toward the TTC as a potential embryonic 
model for democratic technology coordination. Second, 
it will examine the animating logic, conditions and 
constraints that led to changes in U.S. thinking on 
technology access and control on the other, with special 
attention to its ramifications in Europe. Finally, it 
concludes with some brief reflections of what this means 
for the TTC’s future. 

FROM TTIP TO TTC: RETHINKING 
DEMOCRATIC TRADE AND TECH 
PARTNERSHIP IN THE EURO-ATLANTIC

The first shift is the from static free trade agreement 
(FTA) frameworks which require ratification by 
legislators and are principally meant to lower tariffs on 
good toward executive-centered to draw authorities 
pre-established in domestic regulatory frameworks and 
attempting to forge convergence on future governance. 
As such, negotiating power is more concentrated within 
the executive and approaches can theoretically better 
match rapid development cycles of technologies, 
themselves. At the same time, these flexible arrangements 
can become victim to changes in political leadership—
making the stickiness of agreements an open question. 

Prior to 2016, the United States conceived its approach 
to the global tech order in more laissez-faire terms layered 
over the evolving multilateral and FTA-based trade 
order. Specifically, it aspired to a system of mega-FTAs 
centered on the Transpacific Partnership (TPP) in the 
Indo-Pacific and the U.S.-EU Transatlantic Trade and 
Investment Partnership (TTIP) in the Euro-Atlantic. As 
the multilateral system became increasingly dysfunctional, 
these mega-FTAs, TPP and TTIP, would serve the twin-
pillar framework for a new rules-based geo-economic 
order where market access, tariff reduction, regulaory 
convergence, free flow of digital services and data 
governance as a means of managing China’s rise as a 
trade and technological power. Together TPP and TTIP 
would create a sort of geo-economic containment 
strategy for China that shapes its behavior and corrects 
past abuses following its 2000 WTO accession. More 
broadly, it could establish the scaffolding for digital 
trade and digital services tied to rule of law, worker 
conditions, consumer rights and environmental 
protection as digital trade and services takes up an 
increasingly large proportion of global commerce. While 
this approach envisioned regulatory convergence at its 
heart, it continued to rely on the static framework of the 
FTA, principally meant for tariff reduction on goods.
 
But that vision collapsed in spectacular fashion, driven 
in part by Trump’s 2016 election but also by the U.S. 
middle class backlash to the justice and equity dimensions 
of classical trade agreements, particularly around TPP. 
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In the Euro-Atlantic, TTIP negotiation rounds ground 
to a stand-still against the backdrop of popular 
opposition in four key European countries. First and 
foremost, among them was Germany—Europe’s true 
progenitor of TTIP—where the population opposed 
negotiations 59% to 27%1 and anti-TTIP protests drove 
150 thousand Germans to the streets of Berlin in 2015.2

What followed was a vacuum in Euro-Atlantic coordination 
on democratic technology governance. The vacuum was 
filled, instead, by a volley of Euro-Atlantic recriminations 
on everything from data protection to digital taxation 
to unilateral restrictions on Huawei’s market access to 
Trump administration threats of 232 tariffs on European 
vehicles. In the absence of a Euro-Atlantic anchor, the EU 
initiated a High-Level Digital Dialogue with China focused 
on ICT standard-setting, AI, product safety of goods sold 
online, digital taxation and research and innovation.3

In fact, the EU’s disappointing experience with seeking 
digital accommodation with China—reinforced by the 
Biden 2020 victory—drove it, in part, to approach the 
U.S. with a flexible arrangement based on the reinforcing 
areas of trade and technology.4 After a slow uptake, the 
Biden administration became deeply invested in this 
tech governance approach. So much so that the Biden 
Administration’s 2022 National Security Strategy posits 
the US at the center of a group of “like-minded actors 
to advance an international technology ecosystem that 
protects the integrity of international standards and 
promotes free flow of data with trust while protecting 
our security, privacy, and human rights and advancing 
our competitiveness.”5 It envisions a reboot of the TPP-
TTIP system along this flexible arrangement model—
based, instead, on the U.S.-EU Trade and Technology 
Council (TTC), the Quad6, and Indo-Pacific Economic 
Framework (IPEF). 

The TTC’s pilot phase is ending. Now an audit of its 
initial experience in advancing democratic tech governance 
is warranted. How is it doing? First, it is worth looking 
at the structure. The TTC’s inter-ministerial design—
with Co-Chairs from State, Commerce and USTR on the 
US side and the Commission’s Executive Vice Presidents 
for Digital and Trade on the EU side—attempts to grapple 
with high degrees of complexity that makes streamlining 
the triple helix of Euro-Atlantic technology, economic 
security and industrial policy immensely difficult. 

Generally, the TTC has three coordinating layers—a 
principals-level, a deputies-level and a “sherpa” level of 
senior coordinators—and then the ten working groups 
that work across the U.S. and Commission. The strategic 
layer has become primarily an action-forcing layer. The 
TTC, below the minister level, has become a sort of Euro-
Atlantic interagency process. Specific recommendations 
should be directed at working group co-chairs. At the 
same time, it avoids fetishizing the working group 
structure, itself, as many important issue areas (research 
protection; ICT elements of the $600 billion Partnership 
for Global Infrastructure and Investment (PGII); most 
aspects of cybersecurity) do not fit neatly in its structure.

As such, the TTC reflects the cross-cutting 
nature of digital policy-making in 
democracies. Equally important is the 
contact frequency that forges a sense of 
Euro-Atlantic common mission and better 
understanding of the objectives and 
instruments of the other side. 

This was most evident in the TTC’s most significant 
accomplishment thus far: Euro-Atlantic coordination 
on March 2022 U.S. Foreign Direct Product Rule 
application on Russian access to semiconductor supply 
chains post-February 24. The FDPR—perhaps the most 
devastating cost imposed on the Russian war economy—
cut off Kremlin access to drones, aviation equipment, 
defense systems, data centers, even refrigerators.7 Prior 
to the war, TTC Working Group 7 (Cooperation on Export 
Controls of Dual Use Items) built the muscle memory 
that allowed for the rapid imposition of U.S. export 
controls across the EU’s 27 member-states with carve-
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outs for essential European commercial interests. That 
compressed FDPR implementation by six to eight weeks.

But the effort to forge a common mission has also fed 
into confidence building quickly becomes important 
when looking at the TTC’s scope. At its 2021 founding, 
the European Commission established four implicit “red 
lines” it wanted to avoid. First, it wanted to avoid the 
perception that the TTC becoming a TTIP resurrection—
the low political appetite for FTAs in the U.S. combined 
with the political polarization that resulted from TTIP 
talks in 2014-6 made a clear distinction from classical 
FTA negotiations a necessary condition on both sides of 
the Atlantic. Second, it wanted to avoid the TTC become 
a negotiation forum for live European legislation, 
specifically the Digital Markets Act (DMA). Third, it 
wanted to avoid the perception—particularly among 
some member-states like Germany and France—that 
TTC was an embryonic anti-China alliance. Germany, in 
particular, is strongly invested in a “multipolar” approach 
to world markets, meant to preserve bilateral techno-
industrial market access for both China and Germany.8 
Finally, the TTC should not be the venue to negotiate a 
successor agreement to Privacy Shield, the framework 
that allowed for the free flow of European personal data 
to flow to U.S. in a GDPR-equivalent manner. In its each 
case, the TTC’s confidence building culture allowed the 
U.S. and EU to subtly dismantle each of these red lines.

On China, for example, joint positions on market access 
in “forced labor” in the production of solar technologies, 
social scoring by “authoritarian states,” and cooperation 
to manage trade practices by “non-market economies. 
These are all code for China. As a geopolitical matter, 
one European senior official said that China and Russia 
were discussed “in equal amount” at the December  
2022 College Park TTC. As a result, December 2022 TTC 
mentioned China explicitly as a subject of “coordinated 
action” for the first time.9

One of the enablers of this built trust has been the TTC’s 
ecosystem model of policy management. Because the 
“TTC ecosystem” model warrants that it will be better 
managed as an adjacent issue in order to keep focus on 
emerging digital regulation and tech access convergence 
rather than becoming bogged down by irritants. In this 
sense, it seems both sides have learned from past fail 

starts at geo-economic governance.10 At the same time, 
TTC has been able to develop its own gravitational orbit 
for adjacent technology convergence and breakthrough.

In its short life, meaningful examples exist. For one—the 
post-Privacy Shield Data Privacy Framework (DPF) 
agreement would not have been possible without the 
TTC.11 The Data Protection framework, which the EU 
and U.S. negotiators argue is a “durable solution” in line 
with European Court of Justice (ECJ) and the EU’s 
General Data Protection Regulation (GDPR), is based on 
three basic principles: redress for European citizens, 
enforceable individual rights and limitations on 
disproportionate interference with Europeans’ privacy. 

Second—the TTC created the connective tissue for 
greater European buy-in to the U.S.-led Declaration on 
the Future of the Internet (DFI), a Biden Administration-
led statement of joint principles in support of a “open, 
free, global, interoperable, reliable, and secure Internet.”12 
While the intent behind DFI—launched in April, 2022 
as part of the U.S. broad Summit for Democracy 
initiative—was a laudable advancement of digital age 
diplomacy attempting to reaffirm a multistakeholder 
Internet governance model, it contained two intrinsic 
flaws at its inception. First, it championed multi-
stakeholderism even as civil society, private sector and 
technical community experts were excluded from its 
drafting. Second, while it garnered more than 60 state 
signatories at its launch, none of the systemically 
important techno-democracies of the Global South—
Brazil, India, South Africa, Mexico, Indonesia, Malaysia, 
and others—was among them. Through the TTC, the 
European Union effectively took up the mantle of DFI 
underwriter to address these issues– organizing the 
DFI’s first high level multistakeholder event in Prague13 
and engaging in intense diplomacy to incorporate more 
state and non-state actors from the Global South. 

Finally—adjacent to—but not included— in the TTC’s 
Working Group One on Technical Standards, the TTC 
provided the coordination platform for the successful 
joint U.S.-EU campaign to support the U.S. candidate for 
Secretary General and EU candidate for Deputy Secretary 
General in the International Telecommunications Union 
in September 2022 elections in Bucharest, a first step in 
reasserting democratic capacity on technology standards 
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at international standards organizations following years 
of steady Chinese influence accumulation. 

In core areas of its work, however, the TTC has 
underperformed somewhat. On technical standards, 
both sides are seeing progress in AI standardization. 
The White House’s Blueprint for an AI Bill of Rights 
captures many of the same principles contained in the 
EU’s AI Act. Although voluntary and normative in nature, 
the principles in the AI Bill of Rights are finding more 
enforceable expression in state and local law, regulatory 
enforcement action by the Federal Trade Commission 
(FTC) and in private sector-driven technical standards. 

For instance, the TTC has released on a Joint U.S.-EU 
Roadmap to create scaffolding on risk management and 
trustworthiness.14 The roadmap draws of the work of 
the EU’s High Level Expert Group (HLEG) for AI, the 
NIST Risk Management Framework (RMF) and the AI 
Bill of Rights to: 

1)  address shared terminologies and taxonomies; 
2)  establish the basis for leadership and cooperation in 

international technical standards development 
activities and analysis and collection of tools for 
trustworthy AI and risk management; and 

3)  create instruments for monitoring and measuring 
existing and emerging AI risks. But this work will be 
asymptotic. As the AI roadmap states, it is “intended 
to be compatible with the respective regulatory, 
policy, and legislative initiatives of the two sides.“15 

Regulatory operating systems on both sides of the Atlantic 
have created the space for convergence—for example in 
eased recognition of AI conformity assessments—and 
cooperation in the OECD, International Standards 
Organization, Council of Europe and Global Partnership 
on AI processes. On technical standards elsewhere, the 
TTC is inching forward on Heavy-Vehicle Megawatt 
Charging Systems, IoT cyber, additive manufacturing 
and digital identity but have not made the expected 
gains given adoption rates. Quantum standards are also 
in development but remain largely undefined in its broad 
use-cases (sensors, cryptography, computing). That 
reflects the nascency of these governance questions but 
needs to move more quicky to meaningful standards 
topography—and joint R&D collaboration—than AI has.

Similarly on the U.S.-EU joint effort to counter China’s 
BRI in the global South. The soaring Euro-Atlantic 
rhetoric is increasingly divorced from reality amid rollout 
delays, lack of concrete projects and modest private sector 
interest. In line with the Saclay ICT Trustworthiness 
Principles, the TTC launched ICT projects in Jamaica 
and Kenya. On Jamaica, connectivity of 1000 schools 
and children’s homes as well as political partnership 
with the Jamaica Public Service for smart city technology 
in the New Kingston neighborhood and trusted vendor 
ICT infrastructure build-out across Jamaica’s rural areas. 
On Kenya, support is for the country’s 2022-32 National 
Digital Masterplan including in areas 5G infrastructure. 
The U.S. and EU were successfully able to fend off 
adoption of Chinese IP standards in Rwanda as part of 
the Strategic Standardization Information Mechanism. 

The TTC pilot projects in Jamaica and Kenya will 
contribute to PGII efforts but thus far lack the level of 
early ambition of, for example, joint undersea cable 
projects in the Arctic that would link Japan, the EU and 
Alaska or along the East African coastline linking Cape 
Town to Cairo—both originally envisioned. Moreover,  
it remains unclear whether the TTC “ICT Principles of 
Trustworthiness”—the common song sheet for minimizing 
Euro-Atlantic finance of Chinese tech infrastructure in 
the Global South—would apply within EU-space, itself. 
A number of European states have involved Huawei as 
a majority provider of 5G RAN network infrastructure. 
Even on the issue of Open RAN, the TTC has not been 
able to forge consensus on the desirability of an open, 
interoperable technical standard that could break the 
current telco equipment oligopoly that disproportionately 
privileges Huawei, globally. Efforts on online rights of 
human rights defenders, joint assessments of Internet 
shutdowns and use compute power to create models as 
a “public good” including for 3rd countries that will allow 
for weather forecasting, optimization of agriculture, 
energy and traffic and support emergency response. 
While meaningful, the TTC’s inability to get beyond the 
tyranny of near-term “deliverable harvesting” has become 
an obstacle to rule-making convergence and joint project 
that have a longer maturation cycle than the time 
between the biannual principals’ meetings. 
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INDUSTRIAL POLICY AND  
ECONOMIC SECURITY:  
THE TTC TENSIONS BETWEEN 
STRATEGIC INTERDEPENDENCE  
AND STRATEGIC AUTONOMY 

But in many ways, TTC’s real near-term effectiveness is 
being defined by its ability to bridge differences in the 
nexus between strategic tech industrial policy and 
global tech-economic security. The United States has 
designated three areas of strategic technology as “force 
multipliers”—computing power, biotechnology and 
green tech.16 For each of the three, the US government 
will pay greater attention in the formulation of industrial 
policy, investment screening and export/import 
governance to maintain maximal innovation distance 
between the United States and China. 

In this, initial TTC experience with industrial policy in 
two of the areas called “force multipliers” has been 
decidedly mixed. On U.S. development of the $52.7 billion 
CHIPS and Science Act—through all its Congressional 
machinations—the Commerce Department and 
Commission officials crisscrossed the continents 
warning that one of their highest priorities is avoiding 
a “subsidy race.”17 The TTC logic was centered on that 
principle. U.S. and European reshoring have been offset 
by efforts to create a delicate balance around semiconductor 
industrial policy that create complementarity and 
reinforce strategic interdependence, a necessity given  
the complexity of chip input supply chains. Together 
they have engaged in efforts to map supply chain 
vulnerabilities and share information on subsidy 
requests in a manner that is “balanced and of equal 
interest for both sides.”18 

Washington’s chip export control, however, was less 
concerned with incorporating effected democratic 
partners. With its October 7, 2022 dual use export control 
announcement, the White House recalibrated its 
philosophy based on the “strategic environment” and 
“foundational nature” of the technology, to forge a 
policy that widens the lead of the democratic chip as 
much as possible.19 That policy placed particular strains 
on democracies with unique positions in the global 
semiconductor ecosystem—notably Taiwan, Japan, the 
Netherlands and South Korea—at the bleeding edge of 

chip production (below 10 nanometers). Previously,  
this meant cutting off Chinese access to equipment—
specifically extreme ultraviolet lithography (EUV) 
technology. Following its October 7 shift, Commerce 
signaled its interest in working with the Dutch, Japanese 
and others to degrade China’s chip equipment maintenance 
capacity. But the Commission remains without a mandate 
to discuss export controls on China given the plurality 
of views in the EU’s 27 member-states.

On green tech, the story is somewhat reversed. Attempts 
to forge early consensus on market access restrictions—
for example, on the use of forced labor in solar panel 
technology—have shown some degree of convergence. 
But the industrial policy side reveals some limitations. 
In contrast to the U.S. CHIPS and Science Act, whose 
development was driven by the White House and always 
contextualized in consultation with partners, the 
Inflation Reduction Act (IRA) was stitched up among a 
small group in Congress with almost no White House 
input or consultation with international partners. The 
IRA allocates $369 billion over 10 years which will drive 
approximately 15% of greenhouse emissions reductions 
agreed to by the US under the Paris Agreement. Of that, 
$7.5 billion targets electric vehicle adoption. The IRA’s 
aim is to dramatically accelerate EV adoption in the US, 
which accounted for 10% global EV sales in 2021 as 
opposed to 35% in China and 40% in the EU.20 

For Europe, IRA overhang has clouded the TTC, primarily 
as both sides failed to anticipate the degree of its 
potential distortions.21 Some in the EU see the threat 
that the IRA could suck next generation green tech jobs 
from Europe to the United States and contribute to 
general deindustrialization.22 In early November, the 
Commission outlined 9 specific tax credit provisions  
in detail, particularly on domestic content and final 
assembly requirements for electric vehicles criticizing 
the provisions for potential “cumulative market distortion” 
that turns “the common global objective-fighting climate 
change—into a zero-sum game.”23 

The subsidies are already having impact as European 
companies are increasingly recalibrating their production 
strategies to account for US subsidies. For instance, 
European EV battery maker, Northvolt, made a U.S. 
location decision citing could receive $600 million in 
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subsidies to build a factory in the US compared to around 
one fourth of that in Germany. Others have followed 
suit. South Korea’s Hyundai has committed to a $5.54 
billion investment in EV and batteries in Georgia; 
Japan’s Toyota is investing $3.8 billion for EV batteries 
for 1.2 million vehicles; BMW $1.7 billion on EV and 
battery capacity in South Carolina.24 

The EU reflex was to call an emergency TTC meeting to 
address IRA, ultimately leading to the IRA Task Force.25 
Moreover, the TTC’s Transatlantic Initiative for Sustainable 
Trade, launched in College Park, also provides an avenue 
to create IRA stabilizers. This is new and not broadly 
socialized. Consistent with the ecosystem model, the 
IRA was not a central agenda item at the December 2022 
College Park TTC meeting—even as it remained central 
to Euro-Atlantic tech and trade relations. First, because 
it requires involvement of the U.S. Treasury Department, 
the agency overseeing the tax code. Second, the ballast 
of addressing the moment’s primary tech industrial 
policy irritant threatened to derail other issues. Brussels 
saw the U.S.-EU political “agreement in principle” model 
on Privacy Shield 2.0 that eventually led to the DPF as 
a model for to de-escalate a potential green subsidy war. 
As such, the TTC provided the basis for shock absorbers 
at a moment of tension. As with immediate post-Ukraine 
invasion semiconductor IP export controls against Russia, 
the TTC compressed the time necessary to establish a 
working basis. 

Europe is not innocent in the techno-import substitution 
industrialization game. In the name of its own quest for 
digital sovereignty, strategic autonomy and concern 

about U.S. data dominance, the European Commission 
has been assiduous in keeping the Data Act and cloud 
rules out of the TTC’s Working Group Five. Given its 
transformative impact on data access sharing obligations, 
potential impact on cross-border non-PII data flows and 
cloud computing interoperability and portability, it is 
surprising that the U.S. has not been more assertive in 
setting the Data Act and Cloud governance as priority 
topics in the TTC. In particular, ENISA’s approach to 
Cyber Certification Scheme for Cloud Services (EUSC) 
based on the French SecNumCloud model, aspires to 
shut out U.S. hyper-scalers on the grounds that U.S. 
cyber and intelligence activity could create vulnerability 
in European cloud security.

The deepening Euro-Atlantic strategic  
tech market will be the benchmark the 
TTC’s ability to cast its throw-weight  
toward shaping democratic tech 
governance globally. 

Access and control over, cloud, Internet infrastructure, 
advanced algorithms, quantum technology, and 
semiconductors have become central to economic, 
strategic, and democratic power and vulnerability. Given 
COVID-based and geopolitical supply chain shocks, even 
friend-shoring among democracies has a hint of 
conditionality to it. Both U.S. and increasingly European 
policy is replete with snap-back and defense production 
provisions that allow greater state control of the flow of 
critical technology beyond their borders. 
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THE TTC AND DIGITAL SOVEREIGNTY 

The TTC was designed to be a necessary but insufficient 
basis to manage Euro-Atlantic tech convergence. While 
its initial results are mixed, the question remains: if the 
TTC did not exist, would the U.S. and EU have to invent 
it? Its durability, effectiveness and democratic 
legitimacy, however, will likely depend on meeting three 
conditions. First, TTC working groups must simultaneously 
address short-term, event-driven action—“the sprint”—
while simultaneously developing strategic foresight to 
plan for mid-term technological action—“the marathon”—
and their Euro-Atlantic and international impact.26 
Second, civil society engagement on TTC remains 
lackluster and awareness, even among the policy 
community, remains limited, especially in elected 
parliaments. If the TTC is to succeed, it should be a 
bottom-up driven process with more space for inputs 
from outside stakeholders. Finally, the TTC’s success is 
wrapped up in how both sides of the Atlantic decide to 
pursue their quest for “digital sovereignty.” Should 
“digital sovereignty” be rules-centric grounded in 
fundamental rights, data rules, competition, open markets 
and strategic interdependence between democratic actors? 
Or should it be player-centric based on technological 
import substitution industrialization and emancipation 
from external digital services in critical technology—
what some Europeans call the “Third Way”? 

Both sides will have to decide which vision they choose. 
For the TTC—and, more importantly, the democratic 
tech order—it is likely better that they chart a clearer 
path together. The TTC’s pilot phase offers two potential 
avenues to build on. First, its effectiveness should be 

directed in how it addresses differences in strategic tech 
industrial policy and global tech-economic security in 
the three areas of strategic technology deemed as “force 
multipliers”—computing power, biotechnology and 
green tech. The objective of deepening “strategic 
interdependence” in the development and governance 
of these three areas within the space of democratic states. 
Second, the TTC has been able to use its throw weight to 
create technology convergence and breakthrough in 
adjacent areas not directly covered in core TTC work—
including on difficult issues like data privacy, industrial 
policy, democratic coalitions around principles (DFI) 
and in standard-setting bodies (ITU). 

The “TTC ecosystem” model has 
demonstrated some irritants are better 
managed adjacent to the TTC to keep focus 
on emerging digital regulation and tech 
access convergence. The U.S., EU and other 
democracies should employ this ecosystem 
model in other bilateral and regional 
democratic tech governance arrangements. 

Against the backdrop of rapid technological change, a 
transatlantic digital technology community could be a 
21st century answer to the European Coal and Steal 
Community—a big democratic project that reaches 
across borders, knits like-minded communities together 
in a manner that reinforces shared values, and codifies 
standards of market access, increased interdependence, 
and intensified political dialogue. In the face of authoritarian 
technology, that aspiration is more urgent than ever.
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Technology policy like any other field of policy is an 
exercise of power dynamics by different stakeholders 
that is far from neutral about ideas of order and society 
building. The policies involved in the development and 
deployment of technologies and the norms that guide 
them demonstrate the influence of geopolitical tensions 
on the lens of what constitutes roles in production, 
control, and benefit between the Global South and 
Global North stakeholders.

This essay calls attention to a few areas in technology 
policy that could benefit from new ways of engagement 
to re-balance the relationship between north and south 
and ensure the protection of digital rights across the 
globe. “Global South” here refers to any stakeholder 
coming from less developed countries, in majority, but 
not exclusively, located in the southern hemisphere. 
Some academics have proposed a shift in the language 
to reflect that most inhabitants of our planet are located 
in those jurisdictions.1

DATA FLOWS FROM THE GLOBAL 
SOUTH, BUT WHO CONTROLS THE 
TECHNOLOGY?

The collection and use of data has a political economy 
behind it. The narrative of trusted frames for facilitating 
data flow so often present in trade negotiations, in the 
Organisation for Economic Co-operation and Development 
(OECD) strategies, and in World Economic Forum (WEF) 
work is carefully crafted to ensure the extraction of 
economic value on data as key elements for innovation, 
economic growth, and development.
 
Personal data is intrinsically linked to self-determination 
and to human dignity. But nowadays, personal data is 
used extensively for the personalization of products, 
information access, and experiences. Personalization is 
not only a driver of our consumer behavior, but also the 
filter of our perception of the world around us that 
contributes to the creation of our social and political 
views. And personalization will become increasingly 
important as we move toward connected bodies and 
spaces, like medical and wellbeing devices, smart cities 
and homes, and AR and VR social engagement spaces.

A fully personalized environment thanks to the data 
collected about human experiences poses important 
questions around autonomy and the rules of subtle 
manipulation. Heretofore, the control of the collection 
and use of personal data during the digital age has been 
concentrated in private companies predominantly from 
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the Global North that have created and control the 
technologies through which data is collected and 
economically exploited as the base of their business 
model, a sector referred to as “surveillance capitalism.”2

As pointed out by IT for Change, the Global South 
represents a major source of the human-generated data. 
Yet, the societies of the Global South feeding the 
international data flow have not received equitable 
economic benefits and meaningful protections from 
powerful platforms and tools largely controlled by 
corporations based in the Global North.3

To illustrate this trend, let us take as study case AI 
systems’ development and deployment.4 The proliferation 
of AI systems in the Global South have taken place  
under business models of development preferentially 
exploited by companies from the Global North. The 
strong asymmetry in data governance between 
developed countries and the Global South represents a 
central political and economic challenge because 
developing countries are generators of data, but not 
producers of solutions nor able to effectively police a 
use of data respectful of human rights.

The political economy appears clearly here when many 
governments from the Global South fell into the trap of 
the technology race. In Latin America, for example, 
several countries have proposed national AI strategies 
to position themselves as leaders in the region,5 but they 
have lost sight of how implementations might impact 
on quality of life and exercise of rights of their citizens, 
particularly vulnerable groups.6

Visions most often focus on the economic value of the 
implementation of AI and reference the concepts of 
digital transformation and the fourth industrial 
revolution borrowed from the WEF and the OECD. This 
is how the States appear as the facilitators of a market 
and primary clients for AI systems. Rather than mapping 
societal needs that could effectively be addressed using 
technology, their efforts start with mapping the industry 
and the employment capacities and infrastructure 
necessary to create a local AI market. Little attention 
paid to enhancing regulatory capabilities or readiness 
assessments of institutional frameworks.

This trend is fed and welcomed by technology providers 
in the Global North who are eager and able to offer their 
technologies in these emerging markets and reap the 
benefits of huge contracts and the feedback loops of 
knowledge for improving their technologies through a 
massive collection of data under limited or inexistent 
regulatory oversight.

What many refer to as the “AI gap” describes how those 
who have the ability to design and implement AI 
applications configure a technological development that 
is opaque to the majority of citizens. Gasser and Almeida 
propose a model to address the governance of AI based 
on the consideration of three challenges: informational 
asymmetries; the need and difficulty of generating a 
normative consensus; and the governance mechanisms.7 

“Information asymmetries” refers to the concentration 
of knowledge about the basic technologies that support 
AI in a few experts, most often residing in the Global 
North. The consequence of this concentration of 
expertise is a relevant gap between users, decision-
makers, and technology developers/owners. 

A primary objective of a governance system 
should therefore be to develop 
mechanisms that promote a more 
widespread understanding of AI and its 
applications in society.

The second challenge, namely reaching a normative 
consensus, highlights not only the risks and challenges 
of AI, but also its potential benefits for humanity, including 
the sustainable development goals (SDGs). In this sense, 
a future AI governance model should address the current 
preparation of regulatory frameworks, the expectations 
of different sectors, and the interoperability between 
frameworks.

To ensure that the societies of the Global South countries 
can benefit from technology in a more balanced way, we 
must urgently reframe the socio-political component of 
its deployment. More should be done in terms of national 
capacities that incorporate data infrastructure, data 
commons access, competencies for the management of 
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data, and regulation to ensure technology deployment 
consistent with the exercise of human rights. This last 
point requires considering as pre-requisite of emerging 
technologies’ deployment by implementing basic 
regulations for the protection of personal data, open 
data collection, and non-discrimination.

To better balance the benefits with  
the risks of technology deployment, 
governance mechanisms should be  
part of the roadmap of technology 
deployment in the Global South. 

This critically includes a more participative approach 
and the engagement of those who control the technology, 
whether private or public actors, with the communities 
that will be impacted by the technology. The UN Guiding 
Principles on Business and Human Rights (UNGP) 
provide an interesting opportunity to anchor this 
business responsibility approach for technology 
provision within the framework of human rights 
protection, respect, and remedy.

This strategy aims not to undermine the value of the 
contribution from the private sector that predominantly 
holds the power on technology development today.  
It looks at re-balancing the current relationship with  
a geopolitical perspective that allows for a fairer 
distribution of the benefits of technology, respects the 
human rights of the populations of the Global South, 
and departs from the current dynamic of treating the 
region as a field for experimentation on human subjects 
without their informed consent.

WHAT IS THE ROLE OF INTERNATIONAL 
COOPERATION IN THE PROMOTION 
OF HUMAN DEVELOPMENT THROUGH 
TECHNOLOGY?

Even when cooperation is motivated by altruistic values 
to collaborate with the leapfrogging of developing 
countries in the Global South, usually with the tagline 
“technology for good”, developed countries and their 
companies set the priorities, including the model for 
economic development. Cooperation should find a way 
to better connect and provide technical support to allow 
developing countries to define the role of the cooperation 
with their own strategies, including their poverty 
reduction and SDGs accomplishing strategies.

Civil society groups have witnessed with concern  
over recent years many such initiatives as biometric 
identification systems, predictive criminal systems, 
electronic voting, facial recognition in public spaces and 
borders, digital welfare, digital health that are promoted 
and financed through international cooperation. These 
initiatives stimulate the development and incorporation 
of technologies in public policy to improve a state’s 
efficiency without a comprehensive assessment of their 
impact on the exercise of such human rights as privacy, 
freedom of expression, the right to peaceful assembly, 
and the right not to be discriminated against. 

The private sector often holds a relevant interest in  
the cooperation programs to advance in the opening of 
new markets for their technologies. In these cases, the 
relationship with international cooperation bodies and 
their efforts should be a lot more transparent about how 
technical cooperation engagement with private companies 
take place and how this engagement influences their 
decision-making process about the promotion of specific 
technologies as part of these cooperation programs. 
Responsible cooperation aligned with SDGs requires 
that investment decision-making in the development 
and implementation of such technologies be transparent, 
participatory, and supported by evidence supported  
as much as possible to ensure their legitimacy and 
consistency with democratic values.8 More attention 
should be given to the implementation of effective 
multi-stakeholder participation in any international 
cooperation engagement in order to balance the influence 
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of private sector in the international cooperation 
decision-making processes.

A particularly useful study case to illustrate the role of 
international cooperation in technology deployment in 
the Global South is the implementation of digital 
identity systems. Most of the initiatives are portrayed 
as an opportunity for the achievement of social and 
economic rights through digital government services 
like welfare, health, and public safety. The World Bank’s 
Identification for Development (ID4D) initiative has 
globally championed and financially supported a digital 
ID model driving consensus toward an ‘identification 
for development’ concept. As has been extensively 
reported by the Center for Human Rights and Global 
Justice of the New York University School of Law,9 the 
popularity of these systems in the Global South reflects 
the expectation that they can contribute to inclusive 
and sustainable development and the realization of 
human rights. But the ID systems that the World Bank 
supports are heavily infused with a ‘transactional’ or 
‘economic’ identity approach. Behind them lay the 
promise of a ‘single window’ that will allow each 
individual to transact with both government and private 
sector actors, improving access to public and private 
services, and therefore creating digital economies and 
fueling economic growth. More often than not, these 
systems are inadequately equipped to deal with difficult 
questions about the legal status of marginalized or 
vulnerable groups and their access to the system. Digital 
ID systems deployed under this paradigm exacerbate 
pre-existing forms of exclusion and discrimination in 
public and private services:

“ The use of new technologies may lead to 
new forms of harm, including biometric 
exclusion, discrimination, and the many 
harms associated with surveillance 
capitalism. Meanwhile, the promised 
benefits of such systems have not been 
convincingly proven.”10

As this landmark example demonstrates, international 
cooperation has been key to stimulating the creation of 
a market for technologies around the globe, but it could 
play an even more fundamental role in ensuring the 
provision of transparent and democratic technologies 
that are committed to respect human rights. Thus, 
investment in technologies must be accompanied by 
requirements that public and private entities that are 
recipients of international cooperation funds define 
clear and specific regulatory frameworks for the 
conditions of use of such technologies in a manner 
compatible with the exercise of human rights and go 
beyond the minimum legal requirement in some 
countries with less regulatory development in these 
matters to ensure that mechanisms of independent 
control, transparency, and accountability to citizens 
impacted are in place for those technologies.

Guidelines for the development of selection criteria for 
technology providers that conform to a standard of probity 
and unrestricted commitment to human rights could 
also be formulated from the mechanisms of international 
cooperation. A human rights impact assessment 
requirement as pre-requisite for funding and support 
from international cooperation entities for technology 
deployment projects would advance this goal.

Last but not least, there is a relevant role for international 
cooperation in the mainstreaming of gender intersectional 
considerations in the promotion of technology 
deployment. Technology deployment has insufficiently 
focused their design and evaluation on the differential 
impacts that they can have on marginalized and vulnerable 
populations. The predominant business models do not 
account sufficiently for gender equality and the needs 
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of special protection groups, so any technological 
implementation made under using this same logic of 
implementations will fail to properly account for a 
gender intersectional approach.11

The core of the international cooperation mission should 
be evaluation of the differential impacts and risks to 
traditionally marginalized or vulnerable groups, among 
them women and gender diverse populations, in the 
deployment of data-driven technology implementations. 
Why is this particularly relevant in re-balancing power 
to ensure exercise of human rights in the Global South? 
Because structural inequalities related to gender and 
their intersectional implications are part of the 
institutional challenges that the countries of the Global 
South countries are attempting to be address with the 
use of technology. To succeed in that goal rather than 
risk replicating and escalating gender inequality, 
technology deployment promoted by the international 
cooperation needs to put gender at the center.

WHO PARTICIPATES IN THE SETTING 
OF GLOBAL NORMS AND THE 
OVERSIGHT OF THE PROMOTION 
OF HUMAN-RIGHTS-RESPECTING 
TECHNOLOGIES?

When we observe the current global regulatory trends, 
we identify a flourishing enthusiasm in technology 
regulation that is far from the hands-off approach that 
characterized the emergence of those technologies. This 
approach is still rather geographically fragmented, and 
jurisdictions in the Global North are considerably more 
nuanced in their analysis.

There is no absence of agreement, however, on the core 
human values in current human rights international 
instruments that are equally applicable to new and 
emerging technologies. The balancing test of legality, 
necessity, and proportionality that have been part of 
the international human rights standards developed 
over the last fifty years can continue to be a useful tool 
to measure and weigh the pertinence of new and 
emerging technologies. 

Emphasis on innovation has tinted the discussion about 
global technology regulations with the perception that 
the problem must be addressed from ethics or regulatory 
sandboxes. Ethical considerations will be always helpful 
as complements and best practices, but the impact of 
technology deployment on rights should move the 
norms setting discussion to how to better implement 
protections rather than assuming the absence of 
protection of human rights in face of technology uses.

Although the Global South continuously struggles to 
ensure the effective exercise of human rights, there is 
no shortage of recognition for international instruments 
that protect them. To uncouple the conversation about 
technology regulation from those already well-
established standards and present it as an entire new 
field risks limiting the debate to technical and economic 
aspects. We ought not exclude proper consideration for 
a human impact approach when identifying the risks to 
and opportunities for human rights at the core of the 
regulation. It also implies limiting the discussion to 
technology experts and excluding the rich experiences 
of human rights institutions and human rights defenders 
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who play a fundamental role in promoting the rights of 
traditionally marginalized or vulnerable groups in the 
Global South.

In recent years, an effective way to operationalize 
human rights international rules has gained traction by 
promoting human rights due diligence throughout the 
entire life cycle of new and emerging technologies. 
There are currently no consistent practices among public 
or private entities to conduct human rights impact 
assessments as part of the design and deployment of 
technologies. But there is a fundamental opportunity 
to leverage the last ten years’ experience and the normative 
force of the UNGP to look for ways to strengthen their 
implementation and create mechanisms of enforcement.

As pointed out in the first section of this essay, the 
control of technology rests primarily with those who 
build it in the Global North. Consequently, they have 
built the rules of use of for those technologies usually 
clamoring for the exclusion of state action, and in this 
way disputing (or even eroding) its institutional power.12 
Global south actors have been doubly absent from this 
process: they are not producers of technology, do not have 
the capacity or willingness to regulate technologies, and 
are always afraid of the negative impact of their regulatory 
action on innovation and economic development.

Today, the significant number of Global North countries 
and regional blocks start to be active in technology 
regulation, and this raises a question about the role of 
Global South actors will take, whether they be 
governments, companies, or civil society in general, in 
the creation of rules that will have global impact. The 
“Brussels effect,”13 a term coined to describe the 
expansive impact of the regulatory action of the EU 
beyond European countries, proposes that such recent 
EU regulations as the Digital Market Act (DMA), the 
Digital Service Act (DSA) and the Artificial Intelligence 
Act (AI Act) will influence how technology companies 
function. How will those regulations impact regulations 
in global south markets?14 On the same line, those 
regulations are a source of inspiration and sometimes 
even boilerplate for other governments.

Elsewhere, we see international bodies sprinting to 
provide regulatory guidance for the extended world, 
with differential consequences for Global South actors 
more willing and more reliant on expert advice given 
their capacity shortage in some of these complex issues. 
Here, we can take as a study case the most recent 
UNESCO proposal to develop a “Guidance for regulating 
digital platforms.”15 

The goal is laudable: provide guidance  
to Member States’ regulatory efforts  
and ensure regulatory coherence. This 
objective, however, can be better  
fulfilled through principles that can be 
implemented in a flexible way to adapt  
to the normative and institutional 
conditions of the countries in which  
they will be implemented. 

The vocation for universality of the proposal places 
restrictions ob the institutional capacity of the states. 
The different normative traditions for the protection of 
freedom of expression must be respected in the 
development of the proposed regulation.

The process was supported at the beginning by a handful 
of experts who were closely selected to advice. Broader 
information for meaningful engagement of multi-
stakeholders’ groups and experts from the Global South 
only occurred at the later stages. Regrettably, this is 
only one example among many of how the engagement 
of Global South multi-stakeholder actors, particularly 
civil society, in technology global norm setting seems 
an afterthought rather than priority for international 
bodies. This at the forefront of concerns today when new 
international oversight bodies to oversight artificial 
intelligence are under discussion.16 Whatever the  
form of international governance taken forward, it is 
imperative that it is not shaped not only by Global North 
leadership, but also by the active engagement of the 
societies in which AI is being promoted by companies 
and economic development institutions as tools to help 
to overcome structural inequalities, improve access to 
services, and provide economic development. Deployed 
without a thorough social diagnosis of where and  
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how AI can be a concrete and efficient contribution to 
achieving those goals and avoid risks for the exercise of 
human rights is crucial.

Finally, a much less attended but equally salient issue 
in ensuring the respect of digital rights is how Global 
South actors can participate in or build their own 
mechanisms for the oversight of technology regulation 
arising at global level. This leads us to explore how the 
compliance with human rights of private companies’ 
commitments that come from their own policies can be 
enforced from the perspective of global south actors 
through such mechanisms as transparency reports, 
voluntary external auditing, independent voluntary 
oversight,17 and multistakeholder accountability 
mechanisms.18 It is also worth asking what the role of 
Global South users in the enforcement of the legal 
standards created elsewhere to avoid discrimination in 
the provision of services by global companies could be.
Agustina del Campo has argued that oversight should 
be at the center stage of technology regulatory debates 
for three reasons: 

“1)  it forces us to think and clearly state the objectives 
of the regulation (what we want to see happening 
and why); 

2) it allows us to test the means to our ends; 
3)  it helps clarify the trade-offs that the substantive 

regulation proposes.”19 

Applying this proposed structure to the Global South 
regulatory efforts could be a mindful strategy to allocate 
always scarce resources. 

There is no shortage of challenges to identifying 
oversight mechanisms to ensure the respect of human 
rights in the use of technology that will be effective for 
the Global South. Probably the thorniest problem is the 
legitimacy of voluntary mechanisms, whether they are 
designed by self-regulation from private companies or 
as part of the co-regulatory efforts from states. In all 
cases, ensuring independence seems as critical as ensuring 
the resources for their effectiveness. Another relevant 
issue is the interaction of this mechanism with local 
judicial enforcement and the supervision of cross-
jurisdictional behaviors across legal traditions and 
institutional realities.

To address all these challenges, a robust participation 
of stakeholders from the Global South is necessary at 
early stage in the design of regulatory frameworks with 
the potential for global influence. Since there are not 
many governments, civil society organizations, research 
institutions, or even companies from the Global South 
with the financial and human resources to run research 
programs on tech regulation or engage effectively in 
regulatory process happening at global level, there is an 
increased need to invest in the full spectrum of skills 
needed to support a global south participation that can 
be independent and effective in representing the 
diversity of stakeholder visions.

GEOPOLITICS, GOVERNANCE AND DIPLOMACY OF TECHNOLOGY: RECENT TRENDS

D
E

M
O

C
R

A
C

Y
-A

F
F

IR
M

IN
G

 T
E

C
H

N
O

LO
G

IE
S



70

CONCLUSION

The increasing role that technology plays in every aspect 
of social interaction makes democracy and the rule of 
law heavily dependent on the ability of the Global 
South’s citizens to ensure the legitimacy of technology 
deployments that impact the exercise of their rights and 
shape their present and future development.

This is a rather socio-political debate that requires that 
how private corporation design technologies, how 
international cooperation promotes technologies, and 
how technology norms are set take into consideration 
the specific needs of the Global South populations, the 
diversity of their institutional and legal frameworks, 
and their cultural differences to frame technologies such 
that they ensure the exercise of human rights and break 
free from a colonialist pattern.

The Global South should no longer be 
regarded as the field of experimentation 
and a data source and participate in a more 
globally balanced technology policy shaped 
to deliver the technological benefits and 
avoid worsening local and geopolitical 
inequalities.
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A pain point preventing some Asian countries from 
participating actively in discussions shaping digital 
democracy is the Eurocentric, Americentric perspective 
on what the “correct” practice of democracy should be. 
This article conducts a review of literature on digital 
democracy from Asia, covering how digital technologies 
have improved government service delivery, enhanced 
transparency, enabled wider political participation, 
and provided spaces for underrepresented voices. It also 
finds nuance in how different Asian publics—including 
within the same country—are engaging with politics 
online, with its practice varying based on history, 
cultures, political systems, and communities. For 
instance, even with the focus on developing e-government 
infrastructure across Asia, not all communities 
experience these services in the same way, resulting in 
a ‘democratic divide’.

INTRODUCTION

Technologies reflect the societies that use them, and in 
turn shape societies in their image. “Digital democracy” 
then is not just about the use of digital technologies to 
promote democracy, but about how the tools themselves 
are shaping our societies. In recent years, as open 
societies are confronted with both the promise and 
perils of online platforms, this relationship has been 
condensed into a two-part question, highlighted in  
the introductory essay by Irene Blasquez-Navarro:  
can democracies survive digital technologies? Can they 
survive without them? One such ouroboros-like 
relationship is that between digital tech and the public 
sphere. The democratization of access, which provides 
the average citizen a pulpit to voice their views, 
unmediated, seemed to be the ultimate realization of 
Habermas’ undistorted public sphere. The same access 
and (relative) affordability transformed these same 
platforms into echo chambers reflecting narrow, even 
harmful interests. How do we ensure that the geopolitical 
aspects of digital democracy do not come at the cost of 
creating echo chambers about what the “right” model 
looks like? In my paper with Jan Hornat for the 2021 
Forum 2000, we highlighted one critical challenge: 
research and, by extension, agenda-setting power on 
digital democracy is concentrated in a handful of 
Atlantic countries.1 The countries of Asia, each with 
their distinct political systems, peoples, and histories, 
therefore capture a variety of relationships between 
publics, governments, and online spaces.

DIGITAL DEMOCRACY 
IN ASIA
– TRISHA RAY
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This essay analyzes 25 papers on digital democracy, 
published between 2015 and 2022, focusing on East, 
Southeast and South Asia, and parses common themes 
stemming from their literature. Asia is home to some of 
the most rapidly growing online populations in the 
world: the people in its subregions are spending more 
time online, with larger portions of their lives being 
conducted in digital spaces, including forging social 
connections, e-commerce and entertainment, as well 
as politics and governance. 

Table 1: Internet penetration rate (2014 vs. 2020) of 
selected countries in Asia2

Country
Internet users  

2014
(% of population)

Internet users  
(% of population)

China 48 70

Japan 89 90

South Korea 88 97

Indonesia 17 54

Malaysia 64 90

Philippines 35 50

Singapore 82 92

Thailand 35 78

Vietnam 41 70

Bangladesh 12 25

India 14 43

Pakistan 10 25

Sri Lanka 11 35

Although internet connectivity varies considerably, with 
internet penetration ranging from a quarter of the 
population, up to nearly 100%, the sheer size of Asia’s 
population means that even relatively “unconnected” 
populations still translate into large numbers. For 
instance, in 2020, of the 3.5 billion people online, 990 
million were from South Asia.3

Digital democracy has been used to describe, at one 
level, the use of information and communication 
technology (ICT) to enhance democratic governance 
and citizen participation in democratic processes: 
“E-Democracy refers to the processes and structures 
that encompass all forms of electronic interaction 
between the Government (elected) and the citizen 
(electorate)”.4 Others have defined it as “the collection 

of attempts to practice democracy without the limits  
of time, space, and other physical conditions, using ICT 
or CMC instead, as an addition, not a replacement for 
traditional ‘analogue’ political practices”.5 In other words, 
digital democracy is not just about how governments 
engage with citizens, but also a wider gamut of democratic 
features, such as a vibrant public sphere, and an active 
and politically-engaged citizenry. 

More recently, digital democracy is often defined in 
opposition to digital authoritarianism, a model of the 
internet that “allows states to censor online speech on 
arbitrary grounds, using nebulous justifications like 
national security and social harmony. It also enables 
widespread surveillance and control of citizens.”6 
However, such a dichotomy supposes that democratic 
governments do not have “authoritarian” compulsions, 
and that democratic expression cannot exist under 
authoritarian regimes. At the 2021 Summit for Democracy, 
USAID Administrator Samantha Power stated that, “The 
abuse of technology and personal data to spread 
disinformation, to surveil citizens and violate their rights 
and to pit citizens against one another are problems that 
can start at our shores.”7 In this volume as well, Jeremy 
Cliffe aptly notes, “the focus should be … on bottom-up 
methods of encouraging democracy rather than top-
down impositions, and on the underestimated art of 
persuasion rather than a them-and-us approach”.

As mentioned earlier, the pasts and politics of each 
country are unique, presenting both challenges to the 
practice of digital democracy, and windows into the 
myriad ways in which digital democracy can be expressed. 
In Malaysia, for instance, “Despite early attempts to 
establish ideologically-based parties, the default mode 
of operation returned to racial identities…This was 
further reified by the establishment of the first ruling 
coalition represented by three major race-based parties 
set up under the pretext of ensuring the wellbeing of 
the major races of Peninsular Malaysia (the Malays, 
Chinese and Indians). This coalition, that would become 
known as Barisan Nasional (National Front), was in 
power for over 60 years before it was toppled in the GE14 
by Pakatan Harapan that took over on 8 May 2018.”8 This 
background implicates the policies, rules, systems, and 
algorithms of social media platforms and how they are 
used in political processes.
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HOW ASIA SEES DIGITAL DEMOCRACY

Digitally Transforming People’s Lives

The most foundational way in which technologies aid 
democracy is through transparent, accountable and 
accessible government services. Indeed, as mentioned 
in the framing for this section, the early definitions of 
digital democracy were synonymous with e-government. 
E-government includes a panoply of uses of ICT to ease 
citizen engagement with government and enhance 
government operations, from e-registration of voters 
and provision of information on political candidates, to 
platforms that make it easier for residents and citizens 
to access social security and other critical services.

Many countries of Asia have undertaken measures to 
modernize governance, and the COVID-19 pandemic 
has provided an added impetus to digitize services. 
E-government readiness does, however, vary from 
country-to-country, depending on availability of capital, 
development of connectivity infrastructure, accessibility 
and cost of devices and services, among other factors.

Table 2: E-Government Development Index (EGDI) 
Rankings (2016 vs. 2022) of selected countries  
in Asia.9

Country EGDI Rank 
(2016)

EGDI Rank 
(2022)

China 63 43

Japan 11 14

South Korea 3 3

Indonesia 116 77

Malaysia 60 53

Philippines 71 89

Singapore 4 12

Thailand 77 55

Vietnam 88 86

Bangladesh 124 111

India 107 105

Pakistan 159 150

Sri Lanka 79 95

The transformation of government service delivery 
through digital innovation is a recurrent theme in 
literature covering South Asia, a focus that is not wholly 
surprising given the immense demographic pressures 
in this sub-region. In 2020, South Asia accounted for 
nearly a quarter of the world’s population, a figure likely 
to grow with India having overtaken China in April 2023 
as the world’s most populous country.10 The region must 
also overcome development challenges, including 
education and skilling for this growing population, 
healthcare, empowering women economically, among 
other social-structural issues. In a bid to address these 
challenges through a digital-led approach India has,  
for instance, successfully deployed Digital Public 
Infrastructure (DPI), foundational infrastructure built 
for public good that “mediates the flow of people, money 
and information”.10 This includes a foundational biometric 
ID, a unified payments interface for seamless payments, 
and the ability to store, transmit and authenticate 
documents digitally for access to services. Bangladesh, 
India, Pakistan and Sri Lanka all have digital transformation 
policies, predicated on techno-legal approaches that 
purport to ensure that benefits accrue to all.11

“However,” as a World Bank report notes, 
“apart from India, innovation ecosystems in 
other South Asian countries are nascent”.12 
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Furthermore, the intersection of development challenges 
with pervasive social stratification has rendered the 
promise of e-democracy far from complete. There are 
several levels to the exclusion of communities from 
e-government: access to hardware, such as mobile 
phones or computers; skills and education needed to be 
able to engage meaningfully with these services; trust 
in e-government tools; and historical social divides, such 
as those based on ethnicity, gender, religion and race.13

One article on the experience of migrants in South Korea 
hypothesizes that the socio-political context in which 
systems are built exclude groups by design, implicitly if 
not explicitly:14 “[Several] government websites are 
devoted to migrants... However, this increase in the 
number of websites devoted to services for migrants did 
not necessarily enable service needs to be met or reduce 
barriers to access, as they were not designed with a 
migrant user in mind.” Similarly, an article on Bangladesh’s 
digitalization experience asserts that…“the leap into 
creating digital infrastructures has also engendered new 
vulnerabilities and reaffirmed power hierarchies within 
Bangladeshi society.”15 Thus, even with efforts to 
improve a country’s e-government infrastructure not 
all communities experience these services in the same way, 
resulting in a ‘democratic divide’, the contours of which 
are unique to each country’s history, politics and culture.

“Digital Pitfalls”: 
Access vs. Control over Online Spaces

The initial promise of digital democracy was that the 
very nature of online spaces—decentralized, borderless—
would challenge the dominion of the “weary giants of 
flesh and steel”, the brick-and-mortar institutions that 
held sway over the physical world. This vision was 
seemingly actualized during the Arab Spring, which 
demonstrated the power of online platforms to help 
mobilize vast swathes of people for a common cause. 
More recently, an effective opposition, paired with rapid 
dissemination of alternative information through peer-
to-peer media like Whatsapp, was instrumental in 
regime change in Malaysia in 2018.16

Although presence in online spaces has been made easier 
with the advent and proliferation of cheap smartphones, 
this has not become a force for democracy in and of itself. 

A temporary ‘democratization’ of the public 
sphere on the grounds of access alone 
cannot correct institutional problems,  
such as a weak Fourth Estate and lack of 
meaningful electoral competition. 

This phenomenon was highlighted also in Malaysia:  
“[E]ven if the Malaysians’ access to online platforms are 
unfettered, the platforms are not accessed in the same 
way, nor do these platforms contain the same meaning 
for those accessing them due to differences in Internet 
literacies.”17

In Bangladesh, restrictions on traditional news media 
are mirrored in online spheres through heavy-handed 
government regulation.18 Concurrently, even when news 
media is relatively unrestricted, organized troll armies, 
leveraging social media algorithms, are able to limit the 
sphere of ideas, swaying public opinion in particular 
directions. “Online public opinion has been able to enter 
the offline domain because of the contextual hybridity 
and the emergence of a hybrid media system. These 
findings reflect the limitations of public opinion in the 
digital age.”19 In other words, social media is seen as the 
arbiter of public opinion, becoming the news source 

GEOPOLITICS, GOVERNANCE AND DIPLOMACY OF TECHNOLOGY: RECENT TRENDS

D
E

M
O

C
R

A
C

Y
-A

F
F

IR
M

IN
G

 T
E

C
H

N
O

LO
G

IE
S



76

rather than simply a space for discussion. This enables 
organized groups, including governments, to affect 
offline opinion and decision making in specific and 
pernicious ways under the guise of acting on public 
opinion. In this way, online platforms can help retrench 
rather than challenge political regimes.20

Finally, the question of who defines acceptable speech 
online remains hotly contested. On the one hand, there 
is a suspicion of content moderation on platforms, often 
conducted on the basis of rules and principles shaped 
by the “West”. On the other hand, where rule of law is 
weak, government-instituted content regulations—such 
as anti-fake news laws—can be abused by those in power 
to arbitrarily censor critical or dissenting voices.21 In 
Southeast Asia, the harshest controls are over speech 
criticizing the government, military, judiciary or the 
royal family (as is the case in Brunei, Cambodia, 
Malaysia, Thailand). The nature of the internet today 
allows information to spread quickly and across 
platforms, limiting state jurisdiction and resulting in 
governments defaulting to targeting individuals with 
harsh sentences.22

Democracy by Any Other Name: 
Unconventional Expressions

In the course of scanning papers to select for this paper, 
civic engagement emerged, by far, as the most frequently-
studied theme. Theoretically, social media platforms, 
blogs and other online “public spaces” that function as 
platforms for citizens to convene to talk about policies 
that affect them, and mobilize through both formal (i.e. 
through established institutions like elections) and 
informal (protests, petitions etc.) channels.23

Some studies found that internet access was positively 
correlated with offline political activism, such as 
collective petitions, or contacting local governments to 
express dissatisfaction with policies or government 
officials.24 There are caveats to the quality and effects 
of civic engagement, however. The first is fragmentation. 
In Singapore, for instance, despite relatively lower 
infrastructure barriers to participation in online spaces, 
certain social groups are more active than others, even 
when internet penetration is high.25 In that sense, social 
media is not a true “public sphere” as communities 
continue to interact in discursive bubbles. Secondly, 
there is a significant relationship between the type of 
political system one lives in, the kinds of connections 
one makes online and their political participation.  
For instance, one study in East Asia found that young 
people in China “have more links to activists than those 
in Hong Kong and Taiwan”.26 

Concurrently, internet use in East Asia appears to 
“decrease electoral and increase activist participation. 
In an authoritarian context, they indicate a correlation 
between greater Internet usage and a preference for 
activist- over electoral-participation”.27 Publics in non-
democratic systems often need to get creative in how 
they express themselves in heavily-monitored/censored 
online spaces.28 In 2018, as Chinese censors were battling 
the country’s flourishing #MeToo movement, users 
began using the rice and bunny emojis, pronounced “mi 
tu” in Mandarin, to subvert censorship.29
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CONCLUSION

Governments fear the destabilizing potential of online 
platforms in part because our understanding of digital 
democracy is still limited. There appears to be a growing 
consensus that the laissez-faire governance model that 
marked the early years of the internet will not work. At 
the same time, for any set of principles to become norms, 
they must be clear and consistent in their application. 
At the 2021 Summit for Democracy, Forum 2000, the 
Freedom Online Conference, and other such forums, a 
recurrent theme has been the absence of a unified model 
for digital democracy. This paper, by exploring, through 
a thematic analysis of existing literature, how different 
governments and publics in Asia are navigating online 
spaces, sought to nuance the binary framing that is 
present in our thinking on digital democracy. Three core 
themes emerged from this discussion.

The first is the use of digital platforms and services to 
enhance the interface between governments and people. 
Several countries in the region have, to varying degrees 
of success, sought to modernize their internal governance 
processes, build platforms for citizens and residents to 
find information on and avail government services. 
Availability does not, however, translate naturally to 
access, as several country case studies show. Who  
builds these platforms and how they are used, in addition 
to their interlinkages with the peculiar politics,  
histories and social dynamics in the country, result in 
‘democratic divides’. 

The first recommendation is that while 
there is no single pathway to inclusive 
digital transformation, it would be worth 
exploring what has worked in different 
Asian countries, and how these learnings 
could be applied in other geographies.

The second is the tension between unfettered access to 
social media platforms, and control over what constitutes 
acceptable speech in these spaces. Several Asian 
countries have the right to freedom of expression and 
peaceful assembly encoded in their constitutions, but 
also have exceptions on the grounds of public safety, 

national security, defamation and diplomatic relations. 
Laws like China’s Computer Information Network and 
Internet Security, Protection and Management 
Regulations (1997), Malaysia’s Communications and 
Multimedia Act (1998), South Korea’s National Security 
Law, Section 112 of the Thai Criminal Code, and blasphemy 
and sedition laws, all contain such exceptions rooted in 
specific needs and historical contexts, but with wording 
that makes them prone to misuse by parties in power. 
Conversely, heavy-handed control has a chilling effect 
on the trust and ability of people to use online platforms. 
In a positive development, UNESCO has released 
“Guidelines for regulating digital platforms” which 
recommend principles for platform accountability and 
the ideal constitution of oversight mechanisms.30 Platform 
governance is a global issue with hyperlocal implications: 

A second recommendation is the need  
for independent assessments of the impact 
of platform controls on livelihoods and 
quality of life. 

Any such new assessment tool must be multi-
disciplinary, accounting for the differential impact these 
technologies will have on people of various genders, 
ethnicities, socio-economic status etc. 

Third, publics in Asia, even those living under repressive 
regimes, use digital spaces in creative ways to air their 
aspirations and demands. Civic engagement is therefore 
the liveliest aspect of digital democracy in Asia and  
is expressed in atypical ways. How governments and 
citizens engage with digital technologies and online 
spaces in Asia falls along a spectrum. Democratic 
governments display authoritarian tendencies in online 
spaces, and publics in non-democratic states organize 
in inventive ways to thwart even the most restrictive 
government censors.
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The relationship between technology and democracy 
is examined here from a fundamentally theoretical 
perspective in relation to the conceptual framework in 
which we should think about it. We cannot ask whether 
a technology is suitable for democracy if we do not 
address the kind of conditioning that technology exerts 
on humans, whether it is determinant, whether it is 
neutral, or whether it all depends on the use that is made 
of it. This chapter looks specifically at the case of 
algorithmic governance and asks about the desirability 
and feasibility of politicizing algorithmic decisions.

Technology, and especially digital technologies, have 
already become the main subject of expectations and 
fears about democracy. The future of democracy 
depends to a large extent on how we shape them and 
where they are placed within political procedures. An 
answer to the question of what democracy the current 
digital ecosystem enables or impedes requires prior 
reflection on the role that technology in general and 
technology in particular play in society.

Many of the current discussions on this topic are framed 
in binary terms: are new technologies good or bad? 
Does digitalization provide more freedom or does it 
restrict it? Should we expect algorithmic governance to 
enhance democracy or to eliminate it? Human life has 
unfolded in the tension between the utilities of technology 
and its threats. Optimists and pessimists posit scenarios 
that have in common that they grant technology too 
much power and reveal that they oversimplified the 

issue. Instead of technological determinism, what I 
propose is to explore the possible conditioning that 
digital technologies exert on democracy, which will allow 
us to examine to what extent algorithmic governance 
is capable of taking over political decisions and to 
answer the question of whether there will be an AI 
taking over democracy.

Technical conditioning is “the blind spot of democracy 
theory.”1 Digitalization should not be blamed for the 
current fragility of representative democracy; it can 
also be understood as a space of alternative possibilities. 
Exhaustion and distrust of representative institutions 
are also due to the shaping of a more active and 
demanding public opinion. To explain the current 
transformation of democracy solely in terms of 
digitalization is to overestimate the determinacy of 
technology and underestimate the capacity of political 
actors and institutions to take advantage of the 
possibilities that such technologies offer for democracy’s 
revitalization. Digital media can be put at the service 
of both the liquidation and the revival of traditional 
(i.e., analog) politics. Digital technologies do not 
determine social and political change, but the can offer 
a potential (albeit limited) for distributed action. The 
relationship between digitalization and democracy 
should not be thought of as a causal relationship but 
as a constellation in which political action and modes 
of communication condition each other. 

THE TECHNOLOGICAL 
INFRASTRUCTURE OF 
DEMOCRACY
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THE RELATIONSHIP  
BETWEEN TECHNOLOGY AND  
HUMAN DECISION-MAKING

When Meta Platforms’ CEO Mark Zuckerberg appeared 
before the U.S. Senate to talk about misinformation, 
hate speech, and privacy, he proudly defended the 
technological solution: “artificial intelligence will fix 
everything in five to ten years.” This “technosolutionism”2 
redefines complex social issues as problems that have 
computational solutions, i.e., it assumes that the power 
of technology is capable of solving any kind of problem. 
This conception of technology is also shared by certain 
governmental discourses and strategies that insist on 
the inevitability of technological development and the 
need to adapt to the economic opportunities it offers.

Technology solves many problems, causes some specific 
ones and, above all, raises the need to decide democratically 
what issues it is relevant for and to what extent. The 
advance of technology not only raises problems of 
applicability, but also of reconsideration of what we 
should understand as technologically solvable. The great 
democratic debate about technologies is about resituating 
them in a broad scope beyond the calculable world.

Although they may seem contradictory, technological 
neutralism and technological determinism are two ways 
of disengaging from the intertwining of the technological 
and the social. Neutralism and determinism conceive of 
technology independently of its social use, and as 
something closed, defined, and not susceptible to 
modulation; in the first case, because it is not necessary, 
and in the second, because it is not possible. Technology 
alters the landscape in which human interactions take 
place, but it does not facilitate every outcome. The cliché 
that “technology is just a tool” undervalues its capacity 
to structure situations, whereas its deterministic 
conception overvalues it.

Technological determinism often goes hand in hand 
with a reductionist view of technology that does not 
consider it as a social and cultural phenomenon such 
that technical devices are understood as predetermining 
their use without allowing each society to appropriate 
them according to its own idiosyncrasies and cultural 
patterns. If I draw attention to deterministic reductionism, 

I do not say this out of a lack of appreciation for 
technology, but quite the opposite: deterministic 
reductionism does not do justice to the whole 
phenomenon of technology, which consists not only of 
artefacts, but also of social uses and cultural dispositions 
within which technical innovations are put at the service 
of certain values. 

Everything is affected by the technology we use, 
sometimes in very subtle ways, but this is not a question of 
seeing technology as a threatening reality; digitalization 
is not the problem, and thinking about it and carrying 
it out as something that does not require any format, 
any kind of express “political” intervention is. 

We must be careful not to neither  
consider political issues as technical issues 
nor consider technical issues apolitical.

My proposal is an alternative to neutralism and 
determinism that considers the relations between 
technology and society based on the idea of conditioning. 
Technology does not determine human actions or 
societies; it opens corridors that must be politically 
configured, and not everything is possible on the basis 
of the technology at our disposal. Instead of thinking 
of this conditioning as an unappealable determination, 
we would do better to understand it as an incitement to 
be critically examined, which allows choices to be made, 
albeit within a given framework. Each technology prevents 
certain things and compels, prompts, and discourages 
others. In between, there are plenty of indeterminate 
and open-ended choices.

The classic example of weapons well illustrates the 
limitations of the neutralist model. Some claim that a 
gun is neutral and it all depends on how it is used, whether 
to hunt or to kill.3 This is a very simple statement. The 
question of conditioning does not refer to the possible 
use but to what the mere mass possession of weapons 
in a society, as is the case in the U.S., reveals. Their 
pervasive presence means not only mean that they could 
be used to kill, but also conceptions of individual 
sovereignty, conflict resolution, security, and justice are 
very different from societies where, as a rule, there are 
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no guns in the home. Another example of this conditioning 
can be found in the series “Dopesick” about the wave of 
drug addiction that has recently spread in the U.S. as a 
result of the voracity of a pharmaceutical company and 
the ease with which opioid painkillers are prescribed. 
The owners of the pharmaceutical company, downplaying 
the risks of addiction, argue in their defense that they 
cannot prevent the misuse of painkillers, as if the 
problem lies solely with the consumers.

Something similar can be said of any technology and 
specifically of digital ones; they are more than media 
and assert a certain way of understanding and experiencing 
communication, space, time, work, and opinion that is 
different from analog technologies. The misuse of social 
networks to offend and launch hoaxes is not an 
inevitability, but the ease of issuing opinions and the 
way in which collective trust is built or destroyed are 
some of the conditioning factors produced by the new 
digital space with which we are going to have to  
coexist. Neither will the network bear an irresistible 
democratization, nor will it necessarily degrade public 
discussion. We should not trivialize technology’s 
conditioning force by appealing to its good or bad use. 
Democracy in the digital world will have properties 
about which we are still largely unaware.

ALGORITHMIC GOVERNANCE  
AND DEMOCRACY

Governing is already to a large extent (and will become 
even more so) an algorithmic act; a large part of 
government decisions are taken by automated systems.4,5 
One might call this system, in which algorithms are used 
to collect, collate, and organize the data on the basis of 
which decisions are made, an “algocracy.”6 Algorithmic 
governance greatly enhances management capabilities 
across large amounts of data and in relation to  
complex problems.

The spread of algorithm- and data-driven decision 
systems means that machines support humans in their 
decisions and even replace them, in part or completely. 
The question all this raises is to what extent and in what 
way the use of automated decision-making systems is 
compatible with what we consider a political decision-
making system. What does the massive introduction of 
automated decision-making procedures for government 
action really mean? Is this type of governance congruent 
with democracy?

The great promise of this technology is that it allows us 
to know the real will of the people.7,8 With a world full 
of sensors, algorithms, data, and intelligent objects, a 
kind of social sensorium is configured that allows us to 
personalize health, transport, and energy. Thanks to 
data engineering, we are moving toward an increasingly 
granular understanding of individual interactions and 
systems that are better able to respond to individual needs.

Algorithmic systems serve to categorize 
individuals and predict their preferences 
from a wealth of data about them. The 
business model of many digital companies 
relies on the fact that they know users 
better than they know themselves and, by 
virtue of predicting their behavior, can offer 
them the right thing at the right time. 

The comfortable paternalism of an algorithmic society 
is that it gives people what they want, that it governs 
with proportionate incentives, and that it anticipates, 
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invites, and suggests. Transposing this model to politics 
would not be a major problem were it not for the fact 
that the cost of these benefits is usually the sacrifice of 
some sphere of personal freedom. Given that there is a 
discrepancy in the self-determination we supposedly 
demand and the self-determination we are in fact willing 
to exercise when comforts and benefits are involved, the 
satisfaction of needs is often done in exchange for spaces 
of freedom.

What then is the democratic value of data, recommendations, 
and predictions? Some would say that all these are our 
free decisions from the past, invitations to decide in the 
present, or bets on how we will decide in the future, i.e., 
they are our decisions in any case. From this point of 
view, is no tension between Big Data and democracy. 
But democracy is not the immediate and aggregate 
translation of what we decide individually; the dynamic 
and transformative character of democratic life includes 
an element of change, discovery, and emergence for 
which a system designed to make us discover only what 
we already know is useless. At the present time, AI does 
not seem to be appropriate for this willingness to 
transform that is an essential element of our democratic 
decision-making.

The problem is that most algorithmic forecasts are based 
on the premise that the future will be as close as possible 
to the past, i.e., that our future preferences will represent 
a continuity of our previous behavior as recorded in  
our mobility or consumption data. Policy, however,  
does not aim only to reflect what is there. It changes 
certain things in an intentional way. Perhaps the most 
unsatisfactory thing about this data revolution is that 
it is not revolutionary at all. Data analysis acts as a 
recording device, to the point of having great difficulty 
identifying what there is in that reality of aspiration, 
desire or contradiction. But if we are to take our freedom 
seriously, it is also part of our aspiration to modify what 
we have been, thus giving rise to situations that are to 
some extent unpredictable. In this respect, algorithms 
that claim to be predictive are very conservative. They 
are predictive because they continually hypothesize that 
our future will be a reproduction of our past. They do 
not enter into the complex subjectivity of people and 
societies, where desires and aspirations also arise. How 
do we want to understand the reality of our societies if 

we do not introduce into our analyses, in addition to 
consumer behavior, the enormous asymmetries in terms 
of power, the injustices of this world, and our aspirations 
to change it?

Algorithmic governance is not a threat to democracy 
because it conditions our present decisions but, above 
all, because it disregards our future decisions. Democracy 
is not about doing what we want but, often, about being 
able to change what we want. Do algorithms really know 
our deepest will or only its most superficial dimension, 
the routines rather than the desires?

Politics is not simply a continuist administration of  
the past but the ever-open possibility of breaking the 
inertia of the past. 

How do we specify our goals such that 
machines have to do nothing but pursue 
them efficiently? Are we sure that what  
we want now will be what we want in the 
future? Machine learning algorithms can 
anticipate our future propensities and  
thus threaten to make alternative  
futures impossible.9
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A PARLIAMENT OF ALGORITHMS

Democratization is synonymous with politicization. If 
anything characterizes the political system of a democracy, 
it is that it is open to questioning, stimulates controversy, 
increases the number of interlocutors, does not prohibit 
new issues, does not exclude criticism as a matter of 
principle, and admits the configuration of alternatives. 
Politics is a reflexive thematization of life in common. 
Durkheim defined democracy as the political form of 
reflection.10 The very vitality of a democracy shifts issues 
that were originally considered non-political into the 
space of the political. Many areas that were managed by 
the state and the protagonists of science and technology 
have been opened up to democratic discourse. Politics 
is about alternatives, options, interpretations, and 
perspectives. All positions, certainties, objectives, and 
decisions are provisional in principle and can be subject 
to revision.

All the technologies that accompany digitalization imply 
a greater depoliticization than previous technologies 
for at least two reasons: because of their exorbitant 
promises of de-ideologized objectivity and by virtue of 
their tacit and discreet nature. Let us examine the first 
of these promises. Algorithmic politics is a peculiar form 
of depoliticization in the name of objectivity. Algorithms 
depoliticize not because they are themselves apolitical 
but because they make it difficult or even impossible to 
deal politically with their results. The success of 
algorithmic techniques is not due to their ability to 
handle huge amounts of data but to their logic of 
incontestable clarity, their unambiguity, especially 
where there is little time or resources to decide. 

Algorithms are political when their results 
are beyond political questioning, i.e., when 
they depoliticize discourses, actions, and 
decisions.

The second peculiarity of algorithmic depoliticization is 
due to its thoughtlessness. The most radical conditioning 
and the most political dimension of digitalization takes 
place in a tacit space as a subtle modification of our 
individual and collective behavior. When we speak of 

the political dimension of algorithms, we must think 
not only of their use, but also of the specific logic with 
which they are inscribed in the social world. Digitalization 
not only makes life more efficient, faster, and more 
comfortable, but also modifies it in such a profound way 
that it is not easy to understand to what extent.

The democratic problem posed by both properties (de-
ideologization and unreflexivity) is not that algorithms 
make decisions but that we do not know or consent to 
them in some way. The question is whether we can in 
our turn politicize algorithms and consider algorithmic 
decisions as possibilities for our own self-determination 
or whether we have no choice but to surrender to them.
The compatibility of democracy and AI depends on their 
politicization, i.e., their insertion into broader contexts 
in which algorithms do with algorithms what modern 
democratic revolutions did with power: divide and 
problematize it, give it a limited term and limit its 
powers, expose it to contestation and criticism. If we do 
not accept that one authority can wield undisputed 
political power, then when algorithmic procedures are 
introduced into government, we must establish the 
spaces and channels that allow it to be questioned, 
monitored, and audited. The increasing technification 
of political affairs must be balanced by a corresponding 
politicization of technical procedures.

It is in the nature of democracy to value technical and 
scientific evidence, as long as it does not call into 
question the pluralism of interpretations of reality or 
the diversity of ways in which such evidence can be 
brought into play when it comes to decisions in which 
other criteria also have to be asserted. In recent years, 
it has been emphasized that expert knowledge is more 
plural and that there are more epistemic authorities 
than are often assumed.11 This principle of plurality 
should also apply when it comes to granting a monopoly 
of objectivity and validity to such epistemic procedures 
as algorithms and Big Data. The democratization of 
these technologies requires, as has always been the case 
when an authority of any kind has been configured, their 
insertion in spaces where the pluralism inherent to 
democratic societies is articulated.

We will mention a number of issues in which our digital 
environment precisely poses problems of lack of diversity 
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and which would require ensuring pluralism. There is a 
lack of diversity in machine learning systems.12 Lack of 
diversity in the very design of AI systems can reinforce 
discrimination by giving them an appearance of 
objectivity.13 There is a whole discussion about how to 
achieve greater diversity in computer science, a 
discipline overly dependent on engineering and with a 
stereotypical model of masculinity.14 We also have a 
problem in the balance of values when building and 
curating datasets.15 The lack of facial diversity has led 
to identified discrimination in facial recognition that 
do not sufficiently take into account local and global 
differences.16,17

If we cannot consider a society that limits pluralism as 
democratic, we should also be concerned with a lack of 
diversity in training data. There are not only parliaments 
where our political representatives sit; there must also 
be parliaments for them to discuss data, algorithms, and 
artifacts. This is what we are ultimately referring to 
when we talk about politicizing digitalization. Democracy 
in the digital age is impossible without an explicit 
thematization of technologies. Algorithms always 
involve choices between competing values that cannot 
be made on purely technical grounds and require 
extensive public deliberation. The “fairness” of algorithms 
must be understood as a political question and resolved 
politically, i.e., not optimizing or improving algorithmic 
techniques but “considering and accommodating diverse, 
conflicting interests in a society.”18 This parliamentarization 
of diversity can be found at the heart of the recommendation 
to companies and governments that when basing their 
decisions on machine learning they should “explore and 
enable alternative ways of datafying and modeling the 
same event, person or action” and the European 
Commission’s proposal that automated processes should 
be explained in such a way that they can be “duly 
contested.”19

Politicization always involves recognizing the constructive 
nature of political differences. We ought not renounce 
the epistemological advantages of institutionalized 
disagreement not only between humans, but also 
between us and our artifacts. We could even think of 
the metaphor of a parliament of algorithms and artifacts 
because there is not one technology but a variety of 
technologies that assert different procedures and 

principles. It is in this digital parliament that we would 
have to weigh and balance technological justifications, 
the validity of data, the biases of algorithms, the 
usefulness of automation in a way that resembles how 
we handle our ideological and interest differences in 
parliamentary institutions.

CONCLUSION

The debates surrounding the current development of 
technology are polarized around two positions: those 
who see this development as an external force that 
follows its own logic and to which everything must adapt 
(including states) and those who consider that there can 
only be legitimacy where a political centrality that 
accompanies and controls this technological development 
is assured. 

This polarization is at the origin of another 
dualism in our way of conceiving the new 
digital sphere: the utopia that posits that 
technology solves everything and the 
dystopia that sees only dangers. 

Both have a profoundly ahistorical vision that places 
power solely in technology and not in the way we 
humans appropriate it. This chapter argues for the 
necessity and resilience of politics as a human activity 
that is not replaceable by technology, although it should 
undoubtedly benefit from it. For all the shortcomings 
and dissatisfactions with the way politics is currently 
conducted, we do not seem to have found a functional 
substitute for that task which ultimately refers to a 
collective decision about the common issues that concern 
us. The great challenge ahead is to resist the charms of 
the depoliticization of our societies, overcome the inertia 
of traditional modes of governance, and not be seduced 
by the falsely apolitical discourse without insisting  
on practices that do not correspond at all to the new 
social realities. There is politics where, despite all the 
sophistication of calculations, we are finally compelled to 
make a decision that is neither preceded by overwhelming 
reasons nor driven by infallible technologies.
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Democracy requires citizens who are able and willing 
to update their preferences in response to relevant 
information. In recent years, changes in the information 
environment brought on by new technologies have raised 
concerns about the quality of political information 
available to citizens. This chapter reviews recent research 
into three such changes—media fragmentation, social 
media, and fake news—and potentially negative 
consequences. While these developments certainly pose 
new challenges for democracy, the research reviewed 
here shows that conventional wisdom overstates and 
misunderstands their potential consequences. For 
instance, “echo chambers” are not ubiquitous; social 
media often expose users to cross-cutting views; and 
fake news consumption is modest and concentrated 
among ideologically extreme citizens. The consequences 
of recent changes in the information environment, then, 
are more nuanced. Research shows that these changes 
may fuel polarization among already extreme citizens, 
reduce belief in true claims, and diminish feelings of 
trust and efficacy. After reviewing this research, the 
chapter concludes with a discussion of policy responses 
by governments, social media platforms, and other actors.

The functioning of democratic systems depends in large 
part on an informed citizenry. Even the most minimalistic 
conceptions of democracy acknowledge that citizens 
require certain types of knowledge to fulfill their 
democratic duties. For instance, retrospective models 
of democracy require citizens to monitor changes in 
objective conditions (e.g., unemployment, crime), 
accurately attribute credit or blame, and change their 
voting behavior accordingly.1 Other notions of democracy 

are more demanding. Deliberative democracy, for 
example, requires citizens to grasp substantial amounts 
of policy information in order to facilitate detailed 
exchange with their peers over policy alternatives.2 
Despite these normative expectations, decades of survey 
data paint a dim picture of citizens’ knowledge of public 
affairs.3 In recent years, a series of changes in the 
information environment brought on by new technology 
have raised new concerns about the quality of 
information available to citizens. Fortunately, a growing 
literature examines these technological developments 
and their implications for political knowledge, public 
opinion, and other normatively important outcomes 
(e.g., support for democratic institutions).

This chapter provides a critical review of this literature 
with particular attention paid to issues of democratic 
functioning. I begin by exploring the demographic, 
political, and informational predictors of individuals’ 
factual beliefs using recently collected survey data from 
the United States. The remainder of the chapter then 
focuses on three recent changes in the information 
environment and their potentially deleterious effects:
(1) media fragmentation and selective exposure, 
(2) social media and polarization, and 
(3) fake news and opinion distortion. 

In each of these areas, research suggests that the 
consequences of these technological developments are 
more nuanced—and less dire—than conventional 
wisdom suggests. I conclude with a discussion of recent 
attempts by governments and the private sector to deter 
potential negative effects of these new technologies.

THE ROLE OF AN 
INFORMED PUBLIC IN 
DEMOCRATIC SYSTEMS
– D.J. FLYNN

9.
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THE PREDICTORS OF FACTUAL  
(MIS)PERCEPTIONS

Before discussing recent changes in the information 
environment, it is worthwhile to begin by examining the 
factors we know to be associated with citizens’ political 
knowledge. To do so, I turn to recently collected survey 
data from the United States. Specifically, I rely on data 
from the 2020 ANES Time Series Study, which surveyed 
a representative sample of registered voters about their 
factual beliefs (among other topics) in the weeks before 
and after the 2020 general election.4 The surveys 
included several questions measuring factual beliefs, 
which I divide into two categories: knowledge of important 
features of the political system (Knowledge) and belief 
in a series of false or unsupported claims about politics 
and science (Misperceptions).5 Table 1 provides an 
overview of the issues considered in both categories.

Our goal here is to identify the factors that  
are consistently associated with holding 
accurate perceptions across a range of 
political facts. 

The ANES surveys include several questions measuring 
demographic characteristics, information sources, and 
political predispositions. This latter category includes 
measures of partisanship, left/right ideology, political 
interest, conspiratorial thinking, and populism. I 
estimated a series of statistical models predicting  
belief accuracy based on these variables.6 For ease of 
interpretation, I recoded all factual belief outcomes such 
that higher values indicate greater belief accuracy. 
Because of the format in which questions were asked, 
the Knowledge outcomes range from 0–1, and the 
Misperception outcomes range from 1–10 (see Appendix 
A for more information). In all models, positive (negative) 
coefficients indicate that the corresponding variable 
predicts more (less) accurate beliefs.

I consider the Knowledge and Misperception outcomes 
separately, starting with the Knowledge results in Table 
2. As shown in the top panel of Table 2, demographics 
are consistent predictors of belief accuracy, with older, 
male, and college educated respondents holding more 

accurate beliefs about all four facts considered here. The 
gender finding is consistent with prior work and a large 
literature which explores possible reasons for the gender 
gap in political knowledge.7 Moving to the middle  
panel of Table 2, we see strikingly different results for 
traditional versus social media use. In particular, reading 
newspapers more regularly is positively associated with 
belief accuracy (3 of 4 facts), while more frequent social 
media use is negatively associated with belief accuracy 
(also 3 of 4 facts). Individuals who are frequent users of 
social media are consistently less accurate in their 
beliefs about the political system than individuals who 
rely on newspapers for their information, all else constant.

The bottom panel of Table 2 examines the role of political 
predispositions. Partisanship and ideology are not 
consistently related to belief accuracy. This is perhaps 
surprising in light of evidence that voters with partisan 
attachments and coherent ideologies are generally more 
knowledgeable than independents and non-ideologues, 
respectively. I further explore the role of partisanship 
and ideology below when considering the other outcomes.

By contrast, other predispositions are consistently 
related to accuracy. Political interest is positively 
associated with accuracy about all four facts considered 
here. Conspiracism, on the other hand, is negatively 
related to accuracy about all four facts. This consistent 
result is somewhat unexpected since the outcomes here 
are knowledge of structural features of the political 
system, which are not often subject to conspiratorial 
narratives. It appears that highly conspiratorial 
individuals are not only predisposed to endorse false 
or unsupported conspiratorial claims, but also less 
knowledgeable about the structure of political institutions 
and policy. Finally, populism is not a consistent predictor 
of accuracy, significantly predicting accuracy about only 
1 out of 4 facts.

I now turn to the Misperception results, which are 
presented in Table 3. Starting in the top panel, we again 
see that demographics are consistent predictors of belief 
accuracy. Older, male, and college educated respondents 
consistently hold more accurate beliefs than younger, 
female, and non-college educated respondents, 
respectively. Turning to the information source results 
(middle panel), we see a familiar pattern: reading 
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newspapers more regularly is a consistent predictor of 
holding accurate perceptions, while using social media 
more regularly predicts lesser accuracy.

Finally, looking at the bottom panel of Table 3, we see 
that several predispositions are again consistent 
predictors of belief accuracy. In contrast to the results 
discussed earlier, here we see that partisanship and 
ideology are consistently associated with belief accuracy. 
Interestingly, in most models, the coefficients on Democrat 
and Republican are significant but oppositely signed, 
which suggests that members of the two parties hold 
divergent factual beliefs (with Democrats holding more 
accurate perceptions of certain facts and Republicans 
more accurate perceptions of others). Comparing the 
results from the models more carefully, we can discern 
a clear pattern of selective learning: both Democrats 
and Republicans hold more (less) accurate perceptions 
of facts that are congenial (dissonant) to their preferred 
party.8 For instance, Democrats hold more accurate 
beliefs about Russian interference in the 2016 election, 
rising global temperatures, the origins of Covid-19, and 
the safety and efficacy of hydroxycloroquine. In each of 
these cases, the factually correct answer is consistent 
with the factual claims of elite Democrats (e.g., Biden) 
or the party’s preferred position (e.g., addressing climate 
change). By contrast, Democrats hold less accurate 
beliefs about deportations under the Obama versus 
Trump administration—the one claim on which the 
correct answer is uncomfortable for Democrats to 
acknowledge (i.e., that more illegal immigrants were 
deported in the first two years of the Obama compared 
to Trump administration).

The same pattern of selective learning is apparent among 
Republicans, though the results are less consistent and 
open to alternative explanations. Consistent with selective 
learning, Republicans hold less accurate beliefs about 
dissonant facts: Russian interference in 2016, rising 
global temperatures, and hydroxycloroquine. The 
mechanism is perhaps less definitive when we look to 
other facts where Republican congeniality is less clear. 
Republicans hold more accurate perceptions about two 
facts: deportations under Obama versus Trump and the 
consequences of vaccines. The deportations question is 
potentially congenial to Republicans because it refutes the 
conventional wisdom that Trump deported unprecedented 

numbers of immigrants early in his term.9 Partisan 
congeniality is even less straightforward in the case of 
the vaccines/autism item, since vaccine skepticism is 
prominent on both the political left and right, though 
for different reasons.10

The two remaining predispositions—conspiracism  
and populism—are also consistent predictors of belief 
accuracy. Unsurprisingly, individuals with high level of 
conspiracism hold less accurate beliefs about virtually 
all facts considered here (5 of 6). More surprising, 
populism is associated with higher belief accuracy in 5 
of 6 models—including those claims where (false) 
conspiratorial narratives are more prominent: global 
temperature patterns and the origins of Covid-19.
These positive associations between populism and belief 
accuracy hold under an alternative approach where the 
outcome is binary (i.e., correct answer or not). 

To briefly summarize the empirical results, I find that:

• Demographics are consistent predictors of  
belief accuracy. Older, male, and college educated 
individuals hold more accurate beliefs than 
younger, female, and non-college educated 
individuals, respectively.

• Media sources are a consistent predictor of belief 
accuracy. More frequent use of newspapers predicts 
greater accuracy, while social media use predicts 
less accuracy.

• Two political predispositions—political interest and 
conspiracism—are consistent predictors of belief 
accuracy about the structure of the U.S. political 
system. Politically interested individuals are more 
accurate, while conspiratorial individuals are less 
accurate.

• A broader set of political predispositions—including 
partisanship, ideology, conspiracism, and populism— 
are consistent predictors of belief accuracy when  
it comes to misinformation. Partisans demonstrate 
selective learning, which results in more (less) 
accurate beliefs about partisan-congenial (partisan- 
dissonant) facts. Conspiracism is negatively 
associated with belief accuracy. Surprisingly, 
populism is positively associated with belief 
accuracy, though this finding is worthy of  
further exploration.
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Of course, it is important to acknowledge that the 
relationships observed here may differ in other countries 
or on different factual issues. 

The U.S. political system is unique in several 
respects, notably its two-party presidential 
system and historic levels of polarization. 
However, recent research using data from 
other advanced democracies has reached 
conclusions largely in line with those 
offered here. 

For instance, one recent study into the predictors of fake 
news belief in Spain and Portugal reaches similar 
conclusions, with one notable exception: the study finds 
that populism is consistently associated with lower—not 
higher—belief accuracy.11 Another study relying on data 
from nine European democracies finds that supporters 
of right-wing populist parties are consistently less 
accurate in their factual perceptions.12 Collectively, then, 
evidence suggests that the relationship between populism 
and belief accuracy is likely contingent on the political 
context and specific facts considered.

TECHNOLOGY AND THE (MIS)
INFORMED PUBLIC

Since the invention of the printing press in the 15th century, 
technological innovations have regularly changed the 
volume and quality of political information available to 
citizens. In the early and mid-20th century, radio and 
broadcast television brought a limited number of high 
quality political news programs to wide swaths of the 
population. In the late 20th century, the advent of cable 
news resulted in an unprecedented number of political 
(and non-political) programs, giving consumers for the 
first time a significant degree of choice over the content 
they choose to consume. In the 20th century, the internet 
transformed the political information environment into 
a sea of almost limitless choice. In the opinion of many 
scholars and commentators, this high-information, 
high-choice environment has contributed to a series of 
problems that undermine democratic functioning. In 
this section, I provide an overview of research in this 
area. I focus in particular on three commonly discussed 
challenges in the contemporary information environment: 

(1) media fragmentation and selective exposure, 
(2) social media and polarization, and 
(3) the reach and influence of fake news.13

MEDIA FRAGMENTATION AND 
SELECTIVE EXPOSURE

Media fragmentation refers to an increase in the number 
of available media sources (e.g., newspapers, television 
or radio shows, websites, etc.). As discussed, the 
introduction of cable news and the internet resulted in 
historic levels of media fragmentation. A common concern 
is that fragmentation enables ideological selective 
exposure, which occurs when people self-select into 
media content that reinforces their existing preferences.14 
According to this line of thinking, which is often called 
the “echo chambers” or “filter bubbles” hypothesis, 
citizens navigate the information environment with an 
eye towards reinforcing their existing beliefs. This sort 
of self-selection may fuel extremism and hostility 
towards those with opposing views.15
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While there are good reasons to expect that selective 
exposure may be widespread, especially during periods 
of polarization, there are also reasons to be more skeptical. 
Before considering the extent of ideological selective 
exposure, it is important to keep in mind that citizens 
first selfselect into or out of political programming. 
Many citizens are uninterested in politics, preferring to 
spend their free time consuming entertainment rather 
than reading or watching political news.16 Indeed, 
research has found that heightened media choice allows 
politically uninterested citizens to opt out of political 
news almost entirely. The introduction of cable 
television, for instance, allowed politically uninterested 
citizens to avoid political news and instead spend more 
time consuming entertainment programs. At the same 
time, the politically interested consumed more political 
news (and become more knowledgeable), exacerbating 
pre-existing knowledge gaps across politically interested 
and uninterested citizens.17

More recent research has reached similar conclusions 
about selective exposure into partisan cable programs18 
and online news.19 One study that directly observed the 
internet search behavior of a representative sample of 
Americans found that people spend the vast majority of 
their time consuming entertainment (i.e., non-political) 
content.20 Focusing on political news consumption, most 
people have relatively balanced media diets, consuming 
information from both left- and right-leaning sources.21 
Importantly, however, results indicated that the most 
ideologically extreme respondents do engage in substantial 
ideological selective exposure. While this group represents 
a small share of the general population, they are highly 
engaged in politics, which could give them outsize 
visibility and influence in the political process.

SOCIAL MEDIA AND POLARIZATION

The proliferation of social media has heightened 
concerns about selective exposure. Of particular concern 
is the possibility that social media polarizes citizens by 
exposing them disproportionately to pro-attitudinal 
content.22 The empirical evidence, however, again casts 
doubt on this possibility. Like the studies of online news 
consumption discussed above, research into social 
media finds that many users prefer non-political content. 
One recent study finds that approximately one-third of 
U.S. Twitter users do not follow any political accounts.23 
The same study found that users who do engage with 
political content on social media do so from a relatively 
ideologically balanced set of accounts.

Selective exposure is more prevalent among ideologically 
extreme social media users; however, even among this 
group there is a substantial amount of cross-ideological 
exposure. It is worth underscoring the important differences 
between users who frequently seek out political content 
on social media and those who do not. For example, a 
recent study found that Americans who report frequently 
commenting on Facebook hold more polarized opinions 
and write more toxic (i.e., vitriolic) comments compared 
to a national sample of Americans.24 Moreover, this study 
found that toxic comments generate more Facebook likes 
and promote subsequent commenters to express more 
toxicity.

It would appear, then, that ideological selective exposure 
is less common than often assumed on both online news 
sites and social media platforms. The question then 
becomes why does polarization persist if most users are 
exposed to an ideologically balanced set of stories? One 
possibility—contrary to the “echo chambers” hypothesis—
is that exposure to competing views fuels polarization 
via a process of partisan sorting.25 According to this 
account, exposure to opposing viewpoints activates 
partisan identities and encourages “sorting”—a process 
whereby people are strongly motivated to adopt and 
defend the positions of their preferred parties. More 
evidence is clearly needed before making definitive 
conclusions about the mechanism(s) driving polarization, 
especially in light of the evidence discussed here.

DEPLOYMENT AND REGULATION OF TECHNOLOGY TO ENSURE RIGHTS

D
E

M
O

C
R

A
C

Y
-A

F
F

IR
M

IN
G

 T
E

C
H

N
O

LO
G

IE
S



93

FAKE NEWS AND OPINION DISTORTION

A final concern in the contemporary information 
environment is the reach and potential distorting effect 
of fake news, defined here as false or misleading content 
that is presented with the intention to deceive readers. 
Using sophisticated web tracking methods, scholars have 
recently begun measuring fake news consumption 
directly, with one early study concluding that prominent 
fake news stories about the 2016 U.S. presidential 
election were shared millions of time online and more 
widely read than some mainstream stories.26 While fake 
news consumption may appear widespread in absolute 
terms, it is important to consider the number and type 
individuals who are likely driving this consumption.

Recent studies using direct measures have concluded 
that fake news consumption is rare and concentrated 
among certain subgroups, especially older (65+) users 
and people for whom the fake news is politically 
congenial.27 Returning to the 2016 U.S. election, evidence 
suggests that visits to fake news websites were rare and 
concentrated among Republicans, who presumably were 
already highly likely to support Trump. Two separate 
research teams using a similar methodology concluded 
that visits to pro-Trump fake news websites had no 
discernible impact on political attitudes or vote choice.28

Even if fake news exposure does not change 
attitudes or behavior among people who 
consume it, the presence of fake news in 
the environment may have broader, perhaps 
more deleterious effects. 

Fake news may, for example, depress turnout among key 
constituencies, decrease trust in legitimate sources of 
information, crowd out substantive topics from the 
political agenda, or decrease citizens’ sense of efficacy.29 
If this line of thinking is correct, then fake news poses 
a significant problem even if it does not change the minds 
of users who directly consume it.

POLICY RESPONSES

Technological innovations continue to transform  
the information environment in which citizens learn 
political facts and make political decisions. The prior 
section reviewed recent research into three such 
transformations: media fragmentation, social media, 
and fake news. In all three cases, research offers a more 
nuanced—and arguably less dire—picture of democratic 
functioning than conventional wisdom suggests.

One theme emerges from research in each of these three 
areas. The theme concerns the role of ideology in the 
mass public. In each of the three research areas reviewed 
here, ideologically extreme citizens behave differently 
than their less extreme peers. Specifically, ideologically 
extreme citizens are more likely to engage in ideological 
selective exposure on both news sites and social media 
platforms, to make toxic comments on social media 
platforms, and to consume and share fake news content. 
Similarly, recall from the data analyzed in the first 
section of this chapter that ideology (and partisanship) 
are associated with a selective pattern of learning: 
ideological (and partisan) citizens have less accurate 
beliefs about facts that are inconsistent with their 
predispositions. Collectively, this evidence suggests that 
ideological polarization—prevalent in many advanced 
democracies today—is likely to continue to fuel various 
threats to democracy.30 It follows that reducing 
polarization is desirable not only for instrumental reasons 
(e.g., to improve policymaking), but also because it is 
likely to cultivate a healthier information environment 
with better informed citizens.

I close with a discussion of recent attempts by governments 
and the private sector to respond to some of the challenges 
discussed here, particularly fake news. I focus on efforts 
by three actors: social media platforms, policymakers, 
and journalists and other educators. 

Social media platforms have recently adopted new 
policies to remove fake news and other harmful content 
(e.g., hate speech) and to sanction responsible users. 
Facebook established a putatively independent Oversight 
Board to supervise its content moderation practices. 
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Facebook, Twitter, and other platforms regularly 
experiment with various real-time responses to fake 
news ranging from warnings about factually dubious 
posts to expert fact checks presented alongside all posts 
on particular topics (e.g., WHO information alongside 
Covid–19 tweets). Interestingly, different platforms have 
demonstrated varying levels of willingness to tolerate 
potentially harmful content or engage in aggressive 
content moderation. For instance, Twitter reversed many 
of its content moderation policies following Elon Musk’s 
purchase of the company. According to some observers, 
these sorts of policy reversals and inconsistencies across 
platforms highlight the need for industry-wide regulations 
from governments or international organizations.

While the specific threats to democracy have evolved, 
the challenges governments face in regulating 
potentially dangerous speech have not. Governments 
vary considerably in the relative weight they place  
on free speech versus regulation of potentially  
dangerous speech (compare, e.g., the US and Germany). 
A fundamental issue for government concerns 
transparency and objectivity. Government attempts to 
intervene in the marketplace of ideas will be viewed 
skeptically by many citizens, especially those who 
distrust the incumbent government or perceive the 
particular intervention as politically motivated. 
Research into public opinion on free speech issues 
generally finds that citizens have malleable opinions on 
the issue and are open to restrictions on speech if they 
are justified with compelling arguments.31

Finally, journalists and educators have reformed  
many of their practices in response to the challenges 
discussed in this chapter. In journalism, recent years  
have witnessed the institutionalization of fact-checking, 
with independent fact checkers now operating in over 
100 countries and connected via an International Fact-
Checking Network. At the same time, a large academic 
literature investigates best practices in fact-checking, 
focusing on factors such as the source, timing, and 
semantic structure of corrections.32 Educators are also 
investing considerable resources into boosting digital 
literacy and other upstream approaches focused on fake 
news discernment.

Technological innovation continually 
reshapes the political information 
environment. Resulting threats to 
democracy continue to evolve. 
Policymakers and the public will be well 
served by data-driven policy responses 
that take account of findings from  
studies like those reviewed here.
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International law refers to the right to truth. A similar 
right exists on the national level, namely the right to 
information. The right to information, however, may 
come into conflict with the right to privacy. While 
legislators and courts tried to find a proper balance 
between the two and scholars started to think about 
developing the right to truth on the level of national 
jurisdictions, the notions of truth, information, and 
privacy were strongly challenged by the intensive 
development of new technologies. The information and 
data obtained by tech companies, political parties, and 
governments became means for the development of 
disinformation and “ fake news” in aid of the economic 
or political interests of these entities on the national 
or international ground. There is much disturbing 
evidence of such activities undertaken in various 
political campaigns dating from around 2010, including 
the use of hacking, of disinformation, and of voter 
suppression through alleged violence and intimidation. 
We should ask whether it is still possible to defend the 
idea of reaching for the truth and gaining information 
and knowledge while respecting the right to privacy 
and right to freedom in democratic societies. The 
positive answer includes a set of recommendations.

INTRODUCTION

We are facing a crisis in our democracy–the crisis of not 
only the notion of truth and knowledge, but also of 
difficulties in getting access to information and the 
protection of privacy–due to the systematic manipulation 
of data that supports the relentless targeting of citizens, 
without their consent by campaigns of fake news, 
disinformation, and messages of hate. The prevalence 
of the fake news phenomenon can be mainly ascribed 
to the popularity of social media as channels of 
communication between people. Drawing knowledge 
from a small number of sources and isolating oneself in 
information bubbles favors the spread of false content. 
Some researchers emphasize that despite projects 
aiming to counter disinformation implemented both at 
the national and international level, the chance of 
controlling this phenomenon is small.1 Social media, 
where the content is based on private opinions of users, 
will always be subjective. Since Internet users have the 
right to express their own opinion, based on personal 
knowledge and experience, it is mostly up to the readers 
and viewers themselves to assess the credibility of the 
information they encounter. The awareness of citizens 
is the greatest potential weapon in the fight against fake 
news; thus, we need to educate our societies in critical 
thinking, disclose the sources of information, and 
provide Internet users with more control over search 
results. We also need new legal and institutional 
arrangements.

 

RIGHT TO TRUTH,  
RIGHT TO PRIVACY  
AND RIGHT TO KNOW. 
ABUSES AND THE WAY OUT.
– MARCIN KILANOWSKI

10.
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In this article, I first focus on the clash between the right 
to information and the right to privacy and how the 
development of new technologies buts them at risk. In 
light of that risk, it is also a crucial to ask whether it is 
still possible to obtain unbiased knowledge about the 
world, whether the truth can be protected from 
falsification, and whether it is possible to speak about 
the “right to truth”. 

This article aims to answer two questions: 
How can we search for the truth and to 
protect the truth in our times of new 
technologies? What actions may help us 
deal with new technologies when we 
consider not only the opportunities, but 
also the threats they pose? 

In conclusion, the article presents a set of recommendations 
that can help overcome the difficulties and dangers  
that our societies and democratic systems now face  
due to the development of new technologies. These 
recommendations can be a basis for legal regulations 
concerning education, freedom of speech, journalism, 
corporate governance, and state responsibility that will 
help utilize new technologies for the common good 
instead of the benefit of the few.

FROM INTERNATIONAL LAW  
TO NATIONAL LAW

On March 24, 1980, human rights defender Archbishop 
Óscar Arnulfo Romero was assassinated. Each year, the 
international community pays tribute on the anniversary 
of this event to his legacy by celebrating the Day of the 
Right to the Truth Concerning Serious Violations of 
Human Rights and the Dignity of Victims. In the doctrine 
of public international law, the right to the truth about 
gross violations of human rights is an inalienable and 
autonomous subjective right. The right to the truth is 
linked with the right to justice and redress, and the 
guarantee that abuse will not happen again.

The UN and other international organizations support 
many activities aimed at disclosing the facts of serious 
violations of human rights and international humanitarian 
law. These activities are designed to promote justice and 
equity, encourage redress, and recommend reforms of 
abusive institutions. The UN created the Commissions 
of Inquiry in the Central African Republic, Syria, and 
the Democratic People’s Republic of Korea, and it 
established the Tunisia Truth and Dignity Commission 
and other similar initiatives. In 2012, the Human Rights 
Council also appointed the Special Rapporteur to achieve 
these goals, who since then has analyzed some of the 
challenges facing the truth committees in transition 
and presents proposals for actions to improve the 
effectiveness of these mechanisms.2
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On a national level, legal acts refer so far not to the right 
to truth, but to the right to information. The right to 
information is linked with the access to public information, 
i.e., transparency. Many countries emphasize the 
importance of transparency for the effective functioning 
of democratic mechanisms, social control over the 
exercise of power, and the protection of citizens’ health. 
Access to information on public affairs determines the 
ability to control whether the state really serves the 
interests of its citizens. Such information is valuable only 
if it is consistent with reality, i.e., verifiable and objective. 
Access to information should be exercised in consideration 
of the basic principles of a democratic state, i.e., openness, 
transparency and the pursuit of finding out the truth, as 
well some few, case-based exceptions provided for by 
law, i.e., confidentiality, secrecy and the prohibition of 
disseminating knowledge on a specific topic.3

The right to information is also connected with the right 
to obtain information about persons discharging public 
functions. A democratic state ruled by law acknowledges 
that people need to know more about public officials 
than about other people. In consequence, public officials 
must take into account how the function they perform 
limits their privacy. The resulting conflict between the 
right to public information and the protection of the 
right to privacy in relation to persons performing public 
functions is inevitable. In other words, in the case of 
persons performing public functions, the right to 
information clashes with the right to privacy, which 
includes in particular (based on acts of national and 
international law and the jurisprudence of international 
tribunals): the right to personal inviolability, the right 
to protect family life, the right to the inviolability of the 
home, the right to freedom and protection of confidentiality 
of communication, and the right to information autonomy. 
This list should be reflected in every branch of law in 
which privacy should be understood as a sphere of life 
that every person wants to keep only for themselves.4 It 
is understood that each person has a certain intimate 
sphere of feelings, thoughts, and beliefs that they want 
to keep secret from others, even from the closest people. 
The undisturbed existence of this sphere guarantees 
proper human development and provides psychological 
comfort. It is where an individual wants to be free from 
the interference of other people, where they can 
independently decide about their own life and make 

personal choices. Using it, a person has not only the 
opportunity to freely establish contacts with other 
people according to their own choice, but also the ability 
to decide on the scope of disclosure of information 
concerning themselves and to freely develop their life 
and fulfil their own personality.

The right to privacy is limited in the case not only of 
persons performing public functions, but also of citizens 
when state interest is at stake. In such circumstances, 
the right of the state—the public interest—clashes with 
the private right. This is the right to information about 
the activities of ordinary citizens to protect and ensure 
security, public order or morality, and the rights and 
freedoms of other people, and to prevent crimes and to 
punish perpetrators while providing the public with 
information about the course and results of pending 
criminal proceedings. 

In this way, the state and the law in a democratic 
system protects against individuals, groups, 
and movements that, from the point of view of 
the axiology of the system, are of an extreme 
nature by prohibiting certain behaviors as well 
as the dissemination of certain ideas that 
threaten the existence of democracy, freedom, 
and the search for truth. 

This is why several kinds of activities have been excluded 
from social life or limited. Limitations were also imposed 
on the concept of a “free market of ideas”, and legal 
limitations were introduced to the right to freedom  
of speech.5

DEPLOYMENT AND REGULATION OF TECHNOLOGY TO ENSURE RIGHTS

D
E

M
O

C
R

A
C

Y
-A

F
F

IR
M

IN
G

 T
E

C
H

N
O

LO
G

IE
S



100

RIGHT TO TRUTH?

A democratic state, whether social or liberal, differs from 
a totalitarian or authoritarian state that limits an 
individual’s autonomy not only by interfering with their 
privacy, but also by limiting the freedoms of expression, 
movement, or association by claiming the right to 
dissemination of the “truth” and the monopoly to impose 
what this truth is.6 In a democratic state, the space for 
the search for the truth is much wider also with regard 
to the truth about the state’s actions. In a complex world, 
people should be able to search for the truth and to 
protect what they know, especially about the actions of 
the state. The basic, general principle on which a 
democratic state operates is and must be openness, 
transparency, and access to the truth. Confidentiality 
or secrecy are admissible in truly exceptional situations, 
wherein we are dealing with strategic areas related to state 
security or the sphere of the already mentioned privacy. 

Openness and transparency allow citizens 
to check whether the state really acts in 
their interest. Openness, therefore, should 
be the norm, not the exception, if state or 
local government officials are to act in the 
interest of society. 

This applies to not only recent and current actions but 
also to the past. Thus, it is understood that citizens have 
the right to know the historical truth about actions and 
events—also from the point of view of criminal, civil, or 
political responsibility of those who made certain 
decisions. The established historical truth is often 
understood as what should be protected. To do that, 
certain views are excluded from the public discourse as 
“public untruths” or “historical lies”, for which states 
introduce criminal sanctions, e.g., for denying the historical 
facts. Over the past several decades, regulations have 
been adopted to address the various forms of historical 
lies through “the right to memory.”7 Most often, such 
legal regulations are related to the crimes of the twentieth 
century and the functioning of totalitarian regimes and 
prohibit denying, minimizing, trivializing, justifying, 
or condoning genocide or crimes against humanity.8

The problem of “public untruth” is a very current issue. 
It is especially challenging to protect the “truth” because 
of how mass disinformation takes the form of fake news. 
In such circumstances, it seems reasonable to claim that 
people should have the right to know because ““the 
desire for truth is deeply rooted in the nature of every 
human being, whose conduct, if he acts in accordance 
with that nature, is subordinated to the demands of 
truth.”9 Such words show how even in a democratic state, 
one can be tempted to think that our actions are to be 
“subordinated to the demands of truth” and ignore the 
need to protect the sphere of freedom and privacy of 
citizens. Such thinking can quickly devolve toward 
authoritarianism.

Thinking about the truth as a category separate from 
freedom—especially freedom of speech—is very common 
nowadays. The term “truth” is used often and in many 
various circumstances. Citizens of many democratic 
countries, including Poland, Hungary, and the U.S. are 
often faced with the “obvious truth”, the acceptance of 
which is a condition of being classified as a wise person 
or a true patriot. Satisfying such “truth” is a pretext for 
constantly calling press conferences at which the “truth” 
is announced and loaded onto media vehicles for 
transport to the recipients. Too often, however, those 
who speak in the name of the truth believe that although 
they have the monopoly to satisfy it, they do not need 
to prove the truthfulness of what is said. They want 
everyone to accept it, and anyone who is against it is an 
enemy.10 What counts is their version of truth and not 
that of others. It bears mentioning as a noteworthy 
example the events that led to the development of the 
social platform Truth Social by former President Donald 
Trump that was advertised as the medium to present 
the truth, unlike Twitter or Facebook. Not long after the 
development of the platform, it has been widely accused 
of censorship.11 An August 2022 report from consumer 
rights advocacy group Public Citizen found that Truth 
Social was censoring liberal and progressive users who 
disagreed with the site’s narrative. In June 2022, several 
accounts were reportedly banned by Truth Social after 
posting about investigations into the 2021 United States 
Capitol attack and the January 6 hearings that detailed 
events leading up to the mob violence on that day,  
when Trump supporters, seeking to overturn the 2020 
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presidential election, breached the U.S. Congress, Public 
Citizen concluded that Truth Social’s content moderation 
was more limiting than Twitter’s and that Truth Social’s 
policies were “creating an echo chamber of violent views.”12

Having truth as a reference point was supposed to help 
prevent the development of authoritarian tendencies; 
nowadays, it is often used by those who commit atrocities 
in the name of the “truth” or “right to truth”. They use 
language that claims to be and value “truth”, but, in 
fact, they limit freedom of speech and are involved in 
dissemination of untrue, inaccurate, or misleading 
information that reaches much further and wider due 
to the use of today’s new technologies.13 Therefore, it 
should be ensured that in a democratic state the desire 
to know the truth does not undermine such basic civil 
rights as the right to privacy, the right to defend one’s 
good name, and the right to freedom of expression. 
Desiring to know the truth should not let us forget that 
the superior good is another person.

NEW TECHNOLOGIES:  
THE RIGHT TO INFORMATION AND 
RIGHT TO PRIVACY AT RISK

One of the needs of humans as individuals is the need 
to maintain privacy, yet nowadays privacy is one of the 
rights most at risk and, thus, among the most desired 
and valued. One risk is of the state trying to know more 
than necessary about its citizens. This is mainly due to 
the emergence of modern image- and sound-recording 
devices. Another risk is posed by the rapid development 
of new technologies that allow access to private information 
about the citizens. Such risk is also posed by such other 
actors as corporations and political parties that may use 
the obtained information in a way that can threaten the 
security of citizens as well as the state. The problem in 
this case is not only surveillance, but also what the 
acquired information can be used for. Another threat is 
the restriction of citizens’ access to truthful information 
or to information that presents different points of view 
and the dissemination of intentionally misleading 
information. Through such actions, the private lives of 
individuals are influenced and controlled and the scope 
of individual freedom and access to knowledge is limited. 
Ubiquitous digital surveillance takes away people’s 
privacy and dignity, often reducing them to recipients 
of commercials.

It is certain that to some extent these new technologies 
do offer better access to information and knowledge. 
The development of modern technologies and the digital 
environment enables easy acquisition of information, 
access to many sources of knowledge, and its sharing on 
an unprecedented scale. At the same time, the digital 
revolution, which is taking place also through social 
media, has completely changed how information is 
shared and people communicate so as to not only 
facilitate these activities, but also create additional 
opportunities for surveillance and shaping citizens’ 
opinions, e.g., by spreading false information. When 
recipients do not verify knowledge with other, credible 
sources, they do not have a full picture of reality because 
information garnered from social media is all that is 
available to them.
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New technologies, including the Internet with its huge 
global network of interconnected computers that knows 
no national borders and contains the largest database 
of all kind of information, can negatively affect the lives 
of citizens. They may also threaten the security of these 
citizens as well as the information security of the state, 
i.e., the functioning and development of both the state 
and the society free of interference through free access 
to information, while maintaining the ability to influence 
information.14 Such phenomena such as trolling, post-
truth, fake news, and deep fake are examples of specific 
key threats today. What all of these phenomena have in 
common is a desire for profit. Internet trolls are paid for 
their actions. Misleading content published on websites 
affects the growing interest in them and helps earn 
money from advertising. Catchy pieces of news are used 
to attract attention and gain publicity for both financial 
and political gain. 

Disinformation can involve destruction of 
the image of politicians or authorities. 

This also raises concerns for scientists because 
disinformation can pose a threat to not only the 
democratic political process, but also any decision-
making process based on rational criteria. With the rapid 
evolution of technologies, the right to privacy, the  
right to information, the right to education, and the 
search for truth are being abandoned. This may lead  
to an increase in radical and populist attitudes, which 
threatens democracy.15

TRUTH: HOW TO PROTECT IT

It behooves us to recognize that the right to information 
is linked with the right to education. In many countries, 
information rights are guaranteed by the basic laws,16 
and so is the right to education. The particular objective 
of both access to information and education is to gain 
knowledge and learn the truth. This truth is considered 
a condition for scientific, cultural, and social development, 
and as such is one of the highest values of Western 
civilization. The possibility of knowing it is inscribed 
in the classical concept of truth, which is based on the 
assumption that the known facts correspond to reality; 
however, our ability to understand and describe that 
reality has always been questioned by philosophers and 
sociologists of science.17 In the modern era, the questions 
have been asked with increasing frequency: what are 
facts, and what is reality? Among the critics of the classical 
concept of truth was Michel Foucault, who claimed that 
the truth “is the most recent illusion,” and so is our 
knowledge about it. According to Foucault, knowledge 
is shaped by social practices, and reaching the truth is 
questionable because the cognitive process and the 
acquisition of knowledge are entangled in a struggle for 
power. He claimed that “power produces knowledge [… 
and] power and knowledge are directly related; that 
there are no power relations without a correlated field 
of knowledge, and no knowledge that does not presuppose 
and does not create power relations.”18 In other words, 
there is no knowledge independent from the power 
relations that shape what is presented to us as “the 
knowledge” and “the truth.” In fact, this is not the 
objective knowledge and truth but what serves the 
interests of some. Appropriate discourse and social 
practices develop to support the process of pursuing 
these interests.
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Foucault was one of many pragmatists, critical theorists, 
and postmodernists who criticized the classical conception 
of truth and whether we can gain knowledge, at least 
the objective one. We can all appreciate how hard it is 
for scientists to establish objective truth, e.g., regarding 
the healthfulness of GMO foods, or the causes of climate 
change, or the appropriate retirement age in particular 
countries.19 These issues are tightly connected with 
conflicting economic and political interests. It is equally 
hard to gain true information and objective knowledge 
about past and present decision-making processes. This 
casts doubts as to whether such processes can be truly 
transparent not only because sometimes they take place 
without the full knowledge and understanding of 
persons involved, but also because those who think they 
knew the reasons for their decisions sometimes claim 
the necessary secrecy regarding state activities or evoke 
the business judgment rule.20

Following this line of reasoning, we see how knowledge 
is entangled in power and in political and economic 
decisions. Such thinking can be dangerous, however, 
because it can lead to arguing that “everything is 
political.” The claims of postmodernism can sustain all 
those practicing the dissemination of subjective 
opinions as equally valid and denying the possibility of 
talking about objective facts and, thus, about truth and 
knowledge. Reaching for the argument that television 
is “political” or that legislators, prosecutors, judges, or 
the academy are “political” makes us slowly slide toward 
authoritarianism as what matters is the subjective 
opinion of this or that “political” group—a power-
holding group that wants to win for itself as much space 
as possible not by force of argument but by argument of 
force.21 Why argue when there is no truth to discover?

When Foucault’s considerations are no longer just a 
philosophical narrative and have become the reality, we 
hear the voices that we must defend the truth in the face 
of a deluge of fake news. Some argue that it is possible 
but not easy. They argue that defending the truth 
requires effort, diligence, courage, and determination. 
It remains hidden, and we must be careful not to miss 
it. Plato claimed that truth and knowledge are the fruit 
of effort and the result of a long philosophical search.22 
Relying on the belief that obtaining knowledge is 
possible is one thing; obtaining it is quite another. Who 

should be nominated as a guardian of the truth? Those 
who are designated to do it are scientists, even though 
they are often in disagreement with each other. Another 
way to gain knowledge and establish the truth is through 
the work of a group of experts; yet their work may be 
contested by other groups of experts—even more so 
when the issue is political or when interests of particular 
groups in the society are involved, which is most often 
the case.23 Thus, it is sometimes more appropriate to 
establish fact-finding commissions or truth and 
reconciliation commissions composed of representatives 
of different stakeholders with different views, but always 
those who are interested in resolving the issue and 
finding the truth. In their work, they rely on the good 
faith of all to engage in dialogue and the common effort 
to search for the answer.24 Finding the truth may also 
happen through litigation. From Nuremberg to The 
Hague, the truth has been many times established 
through court proceedings—although there are 
allegations that the tribunals operating in these cities 
were established by victors. 

Undoubtedly, it is important that the courts 
adjudicate impartially and independently, 
which is the case only in democratic 
countries where a court decision is the 
result of applying the law and not issuing 
judgments as required, as was the case 
with the courts that convicted Navalny  
or Poczobut.25 

Such rulings are highly controversial for some—as are 
the rulings of the European Court of Justice and 
European Court of Human Rights pointing out that 
Poland and Hungary violated the rule of law for others. 
The governments of these countries claim that they are 
only defending Christian values and their sovereignty; 
Poland has not complied with the judgments, calling 
them political and untrue.26 A future International 
Criminal Court ruling in The Hague on charges against 
Putin for war crimes in Ukraine will also be recognized 
only by some.27
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Apart from the work of scientists, experts, and court 
litigation, which is often based on the work of scientists 
and expert committees, we unfortunately have no other 
tools to determine what the truth is or what actions 
should be taken to achieve the right or true result, 
expected state, or goal. It is also necessary to acknowledge 
that regardless of the contested result of the search for 
truth, it will be always based not on what the facts were 
or are, but on what claims about facts were considered 
confirmed, justified, or proven. It will also have to be 
based on freedom of speech.

As in every debate—whether social, political, or legal 
and whether conducted on the front pages of a 
newspaper, in the chambers of parliaments, on university 
campuses, or in courts—a necessary precondition to 
search for the truth is the freedom of speech. We need 
such freedom to speak about how to search for the truth, 
what the truth is, and how we should understand it. As 
John Stuart Mill said, freedom of speech is necessary; 
however, it should be used not to irresponsibly say 
whatever one wants to say but to search for the truth.28 
He argued that a prevailing opinion or common 
knowledge on any matter can be wrong and there is no 
chance of rectification if people do not have the right to 
express their views. And these people often know best 
when they face difficulties, when the “shoe pinches” as 
John Dewey put it.29 Even if they might only be partly 
true, the freedom to question what we know or believe 
can lead to the discovery of aspects that were not known 
or recognized before; e.g., that women should have 
voting rights. However, it is important to choose the 
right moment to do so, as Mill advises. What is important 
is not only that the truth is told, but also how it is 
conveyed. The more difficult the truth, the more care 
should be taken to express it. 

Questioning the status quo or the  
common knowledge should happen  
when the emotions are low because  
that will enable people to listen to each 
other’s arguments and foster a better 
understanding of others.30 

According to Isaiah Berlin, another famous proponent 
of the necessity of freedom in our private and public life, 
the freedom that we have should lead to better 
understanding. For that, Berlin added, we need tolerance, 
which requires showing respect to others.31 Jurgen 
Habermas adds to Mill’s and Berlin’s prescription for a 
healthy society a requirement to undertake communication 
that is governed by communicative rationality, and not 
merely the rationality that is directed toward achieving 
a particular goal, because any particular aim can be  
far from the goal of discovering the truth.32 Such 
communication should be based on equal treatment of 
those that speak or equal treatment of the parties 
involved in dialogue, which rests on the respect of the 
dignity of all. There should be mutual respect between 
speakers: even if what they do or think is not to be 
respected, they themselves should be.
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CONCLUSION: NOT THE RIGHT TO 
TRUTH BUT THE RIGHT STRATEGY

Knowing the truth is important, because by knowing it 
we can make adequate decisions. In the face of the 
information crisis, there are more and more voices 
pointing out to the need to protect such truth by means 
of law.33 There are proposals of public law solutions to 
guarantee and secure the truth in various areas of public 
affairs.34 Some refer to such right, but “the right to 
truth” refers to an idea and not to a positive law with a 
specific content. The involvement of the law as the 
guardian of the truth, however, raises doubts related to 
fears of introducing censorship, which can lead to 
violations of freedom of speech. This freedom is 
important in the process of discovering the truth, as it 
protects us from the danger of closing ourselves from 
gaining full knowledge in the best case, and in the worst, 
from creating conditions in which some people use “the 
one and only truth” as a justification for developing 
authoritarian rules.35 Freedom of speech is therefore 
necessary for expressing claims, presenting arguments, 
gaining knowledge and uncovering the truth. Only in 
some cases it is easy to establish the truth—for example, 
what was the speed of the car that left skid marks on the 
street after the driver hit the brakes. Most of the time, 
searching for the truth will require a long process of 
discovery and will be a source of conflict. And even 
though we may not like the fact that there is conflict, 
some level of it will and should exist, as disagreement 
is natural when different views are confronted, and it is 
the basis for new discoveries. The inquiry process 
should, however, always rest on the willingness of those 
who disagree to search for the answer, with mutual 
respect among the opponents.

We operate in a world of complexity that requires a lot 
of our attention. We are bombarded with data that 
informs us about the world and with untrue statements 
about it. Over the course of time, we have accumulated 
knowledge, yet unforeseen situations happen that flag 
the limitations of our knowledge and ability to predict 
the cause of action. We cannot be certain about what 
may happen tomorrow.36 To master this complexity, we 
adopt strategies and procedures. They may prove helpful 
in search for truth if we adjust them to changing 
conditions to better complement the existing forms of 

seeking the truth through court proceedings and the 
work of expert groups or commissions. So far, when 
making an account of profits and losses ensuing from 
the expansion of new communication technologies at 
the expense of our privacy and often identity, we gain 
access to an unlimited amount of information that might 
be not only true but also manipulated. The goal should 
be to develop strategies that will allow us to protect not 
only our privacy but also access to information and 
prevent the spread of disinformation on the Internet. 
On the basis of various reports, it is possible to present 
key recommendations for strategies and procedures that 
should be adopted for this purpose.37

Education in critical thinking

The ability to critically assess the credibility of 
information, a questioning attitude, a willingness to 
search for an answer, and to not take everything for 
granted on the basis of the information provided, i.e., a 
culture of continuous, critical learning, should form the 
basis of education in the field of new technologies. 
Education systems should be adapted to the new reality; 
instead of preparing pupils to assimilate truths, teach 
them critical thinking. The fight against fake news, 
information bubbles, and intentional manipulation 
should start with education and sensitizing young 
people to how what appears on the web is often 
intentionally or unintentionally spreading falsehood. 
The ability to recognize fake content is a key skill in 
using information in the modern world and can be the 
basis for counteracting the phenomenon of fake news.

Empowerment of journalists and users

It is important to sensitize media employees to the 
importance of using verified source material, to support 
independent news media, and to promote high-quality 
journalism. What is more, users themselves should have 
more knowledge and control over the results they receive 
from search engines. It is important to filter information 
not only for its accuracy, but also for the quality of the 
source. Readers and viewers should be able to report 
cases of fake news.
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Transparency

Users should be able to distinguish journalistic content 
from other information, including private posts and 
opinions. They should also be able to verify the sources, 
e.g., political advertising on social media platforms 
should include clear information on its source, including 
the author, the country of origin, and the sponsor(s).  
To ensure better transparency, online platforms also 
should conduct their own analysis of fake news and 
inform users when false content has been published. If 
it is discovered that a user or account has been involved 
in practices to spread disinformation, they should be 
banned from earnings from advertising.

Clear responsibility and liability of tech companies

Tech companies are not passive platforms; they reward 
what is most engaging according to their business model 
and growth strategy. They profit from utilizing such a 
model and therefore they should be held responsible  
and liable for harmful and misleading content shared on 
their sites. Repercussions should include conventional 
criminal sanctions for individuals and financial penalties 
for digital platforms that do not remove false information 
in time.

Non-financial auditing of tech companies

Companies are required to conduct financial audits.  
The same type of auditing should be required for the 
non-financial activities of technology companies. They 
should report about their security mechanisms and 
algorithms to ensure that they operate responsibly. This 
auditing should also concern the use of fake accounts 
on social media and advertising that targets people with 
disinformation, e.g., during elections. This would require 
developing a specialized state control service that, as in 
case of tax control or labor inspectors, would control 
algorithms used by large technology companies to 
process and transmit information, e.g., in social media.

Digital Charter

It is important that the digital rights of users are 
guaranteed in every country. Establishing a Digital 
Charter as a new legal mechanism would present legal 
obligations, terms of liability, and user protection in 
signatory countries.
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A central assumption of democratic government is that 
representatives know important things about the 
citizens they represent. Successful governments wish 
to know what their citizens want them to do now and 
in the future. Politicians, political staffers, and political 
advisors seek to know the needs and political preferences 
of their voters and constituents. In some cases, politicians 
will seek to know the behavior of citizens, and how  
it is related to government policy. Central to this 
assumption related democratic representation is 
another assumption: politicians have available the 
information required to learn about citizens.

In this chapter, I do three things. First, I provide context 
for some of the on-the-ground facts which outline the 
gap between what we want our politicians to know and 
what they can know. I then briefly review the kinds of 
data that could improve representation. I next discuss 
two broad areas of political representation and public 
policy making that could be materially improved by a 
greater engagement of data by politicians and public 
servants. I conclude by considering how various democratic 
values and practices not only make it possible for public 
servants and politicians to engage in more systematic 
learning, but also confer an advantage to democracies.

It is important to acknowledge upfront that taking 
learning from data seriously may not be an existential 
crisis for democracies, but, regardless, it is a major one. 
At no time since the end of history1, i.e. the end of the 
cold war, has there been such a contest of systems as 
there is today. Conflict in Ukraine underscores a fragile 

European political system. Populism and antisystem 
sentiment represent a breaking down of the trust 
required to make democratic delegation work. In 
contrast to these faltering systems, and no matter how 
bumpy recent times have been, China’s ascent is even 
more remarkable. Underwriting much of China’s 
governance success is an unyielding commitment to 
knowing what its citizens are doing, what they are 
thinking, what they care about, and how well they are 
being served by their local and regional governments.2 
Systems of constant surveillance and social crediting 
fundamentally and negatively change the relationship 
between citizens and their state. But if one side of the 
coin is a total surveillance state, the other side is a  
belief that governments should know as much about 
what citizens want and think as possible so that that 
government can do its job better. Arguably, the problem 
with China is not the ambition of knowing everything 
about its citizens, but rather wishing to use this 
information to assert control over citizens rather than 
democratically respond to free citizens. In this, China 
is not alone among authoritarian states, just ahead of 
its contemporaries in how much progress the state has 
made and control China has been able to assert over 
its citizens. 

What if democratic states committed themselves to 
knowing just as much in the aggregate about their 
citizens, while using this information democratically, 
in a manner that was respectful both of privacy and 
the democratic liberties of citizens?

IMPROVING POLITICAL 
REPRESENTATION 
THROUGH DATA
– PETER LOEWEN
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WHAT DO POLITICIANS KNOW  
ABOUT CITIZENS? WHAT DO THEY 
KNOW ABOUT POLICY? 

A classic, if simplified, way of thinking about the roles 
of politicians in a democracy is to classify them as 
delegates or trustees.3 Delegates believe that their 
central function is to deliver in government the policies 
that citizens want. Trustees, by contrast, are not so 
interested in doing what citizens want as they are in 
delivering on what citizens need, even if citizens cannot 
easily articulate (or know) those needs. In this framework, 
good delegates will know what citizens want them to  
do (i.e. their preferences) and good trustees will not 
know about the facts of their voters’ lives or what their 
constituents need from government. 

On the knowledge side, a growing body of evidence 
suggests that politicians in democratic countries are often 
systematically biased or incorrect in their perceptions 
of what citizens want. This has been well-documented 
in the United States, where a clear conservative bias exists 
in politicians’ perceptions of citizens’ preferences.4,5  
But it exists elsewhere, too. For example,6 show that 
politicians have similar conservative biases in five other 
countries, and 7 show that politicians in several countries 
are not even all that good at identifying on what side of 
an issue a majority of citizens fall. On balance, the 
evidence suggests that politicians do not know what 
citizens want across a variety of issues. Other studies 
suggest that they might not be all that interested in even 
learning about citizen preferences 8, perhaps because it 
is so difficult to access timely and relevant data. This is 
contrary to much earlier evidence which suggests strong 
linkages between constituency preferences and politicians’ 

actions.9 Whether politicians are in fact getting worse 
at knowing citizens’ preferences is beside the point, 
largely. The bottom line is that they do not know what 
citizens want as well as we might expect or as much as 
democratic theory suggests. 

Politicians are not only grasping to determine what 
citizens want. They also have a difficult time understanding 
what citizens need. Rather than being guided by systematic 
data, politicians are often animated by narratives that 
focus on how a single individual or a small group of people 
are helped by a policy. Such empathic personalizing 
actually impairs good judgment about group needs.10 
When politicians are tested on their knowledge of the 
material well-being of their constituents, the most recent 
evidence suggests that they have systematic errors in 
their perceptions.11 

Politicians, for example, do not accurately 
estimate the financial hardships of their 
constituents. How can they then be 
expected to effectively work on citizens’ 
behalf if they do not systematically 
understand the needs and stations of  
their citizens?

Finally, politicians (and other public servants) might be 
expected to care about the effects of the policies which 
they propose and then implement. But there are limits 
to this, too. Politicians are often reluctant to pursue 
information extensively when designing policies12, and 
they often show little interest in understanding how 
well policies are actually affecting citizens on the ground. 
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CAN WE RETHINK HOW POLITICIANS 
LEARN ABOUT CITIZENS?

Perhaps it is unreasonable to expect politicians to know 
everything which a citizen wants them to do. This is 
especially true given how expensive data has often been. 
For a long time, learning about citizens’ preferences and 
behaviors was both costly and difficult.13 Learning was 
costly because studies of citizens’ preferences often 
required high quality public opinion studies, which took 
a long time to collect and were also prohibitively expensive. 
Learning about their behaviors similarly required active 
and costly data collection. Moreover, knowing the 
material status and needs of individual voters with some 
frequency—i.e. not relying on a decennial censu—was out 
of reach. What is more, learning was often constrained 
because for ethical or legal reasons, it was not possible 
to (easily) collect data about citizens.

In many ways, technology changes this relationship. 
Politicians can get information on citizens’ preferences 
much more easily. 

The collection of public opinion data has 
become remarkably more economical in 
recent years through various online data 
methods. 

Other methods, like sentiment and text analysis, allows 
researchers to learn about latent and expressed 
preferences passively or unobtrusively.

Through advances in “big data” and the processing of 
high dimensional data, we can also learn more quickly 
what services citizens are accessing, and how these  
uses are related to each other. For example, by merging 
administrative data sources, analysts can learn how 
access to one government service—for example, income 
supports—may relate to demand for another service—for 
example, health care provision. And, through mobility 
data especially, politicians can learn a lot about patterns 
of government service usage. In short, the ability to engage 
data about citizens in policymaking is greater than ever.

HOW COULD POLITICS IMPROVE WITH 
MORE DATA ENGAGEMENT?

In this section, I provide two sketches of how politicians 
and public servants could better engage existing high 
frequency or high dimension data sources to learn more 
about what citizens want, and what they need and  
how policies are positively or negatively addressing 
those needs.

Knowing what citizens want 

Knowing what citizens want should be a straightforward 
enough enterprise. Politicians can simply poll constituents, 
querying their views on key issues, and then learn from 
the results of those polls. There are at least four limits 
to traditional polling techniques, however. First, public 
opinion studies suffer from substantial problems of non-
response bias, where some types of citizens (perhaps a 
majority) are unwilling to answer surveys, thus limiting 
the representativeness of survey results. Second, polls 
are often limited in space, constraining how many issues 
can be queried or the depth at which they can be 
sounded. Third, because they can be expensive, polls 
occur with limited frequency. Finally, polls are typically 
conducted on samples which, while sufficient to make 
national level inferences, are nonetheless too small in 
any single sample to learn about important subgroups, 
whether demographic or geographic. Consider, for 
example, a group which represents 5% of the population. 
In a representative sample of 1000 citizens, just 50 
citizens from this group will be present, substantially 
limiting how much can be learned about that group 
compared to others. 

What can be done in the face of such constraints? There 
are at least three solutions on offer, which in combination 
can substantially enhance how much politicians know 
about citizens preferences. First, more sources than 
simple polls can be used to measure citizens’ preferences. 
Recognizing that public preferences are often latent—
fthat they lie below the surface but that they are revealed 
through what people say, how they respond to polls, 
what they like, forward, and retweet online, even what 
they buy—we can model how supportive citizens are of 
some courses of government action over others by 
correlating large amounts of data across multiple sources. 
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Second, we can use modern statistical techniques of 
imputing outcomes—fin this case preferences—fto 
precise demographic groups or geographies, through 
techniques like multiple regression post stratification. 
Combining together multiple data sources and then 
modeling them down to the kinds of small micro-
targeted groups politicians care about, can help 
politicians know what different groups in different 
geographies want. And by relying on more than just poll 
data, this can be updated with high regularity. 

Imagine, then, a dashboard which for any issue in front of 
or potentially in front of a legislature would provide a 
legislator with detailed data about the preferences of 
citizens, which could be queried at not only a general 
population level, but for subsets of the population the 
politician is interested in. Direct, rich, and frequently 
updated data could empower politicians to represent 
citizens’ preferences much better than they currently do. 

Knowing what citizens need 

The commercial world is awash in information on 
consumers. Individuals generate data across thousands 
of transactions, internet searches, movements, and 
other behaviors. Importantly, while these are often 
individual actions, it is possible for these data to be 
stitched together. Accordingly, we learn not only about 

what is happening in the aggregate, but what identified 
individuals are doing. For any given person, we can 
potentially understand their movement history, the 
state of their individual finances, detailed demographic 
information, information on their personal professional 
relationships, and even information on their preferences 
for dating. Many rightly regard this kind of information 
as intrusive and in violation of basic norms of privacy, 
an entirely reasonable position. And yet commercial 
organizations go to great effort to assemble these kind 
of data within legislated privacy regimes precisely 
because there is immense value in accurately understanding 
important information about the lives of consumers. 

Do politicians know as much about the people they 
represent? Do they know how often their constituents 
are able to access healthy food options within their 
neighborhoods? Do they know how much individual 
constituents have to travel for work, commute to receive 
Medical services, or venture out for recreation? Do they 
know how often their constituents are expressing 
concern or experiencing stress over their financial state, 
through for example search data, accessing their own 
credit reports, or even asking their financial institutions 
for short-term help? And, most importantly, can they 
understand how a policy change would affect any of 
those things? 
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The long story short is that in many countries, politicians 
have a much fuzzier view of the lives of their citizens 
than the average marketing agency or Swift security 
corporation, and even less of a sense of how a policy 
would change individuals’ lives. At one end of this extreme 
is the Canadian case, where federal and provincial 
bureaucracies do not collect systematic digital health 
data, where there is almost no easy linkage of data at 
an individual level across multiple departments, and 
where the national statistics agency cannot easily access 
information—feven in a highly controlled manner—fon 
individual financial holdings. By contrast, Nordic 
democracies and Israel collect massive amounts of 
health and social data on citizens, and incorporate this 
into policy decision making at a granular level. In place 
of systematic data on the effects of policies and the lives 
of their constituents, politicians instead lean on 
impressionistic accounts from interactions with 
constituents or from received correspondence, or they 
turn to information provided by interested lobby groups 
or policy advisors. 

Imagine instead a scenario in which politicians were 
able to understand at the level of individual constituents, 
whether their financial situations were improving or 
deteriorating week over week, whether they were 
experiencing more or fewer health challenges, or in more 
general terms, whether they needed more or less 
intervention from the state to help their lives flourish, 
and in what areas of their lives. Suppose that politicians 
could have access to high frequency, high detail data-
driven accounts of how well their constituents are faring 
materially, and what kinds of government assistance 
could be effectively targeted to them. Imagine too that 
the tools of causal inference were applied to these data, 
to understand how the deployment and uptake of 
support policies actually did or did not improve the lives 
of citizens. Such policy making would require a 
substantial bargain between government and citizens: 
that citizens would be willing to give over large amounts 
of their data, and that government could be trusted to 
use these data in a manner consistent with democratic 
ends and not in a manner that violates privacy or other 
democratic norms. 

THE DEMOCRATIC ADVANTAGE

In the battle for data, surveillance, and learning, it is 
sometimes argued that autocratic regimes have a natural 
advantage. They are unconstrained by high citizen 
expectations of privacy and are often not bound by 
effective legal regimes which enforce those protections 
and other rights. Moreover, unconstrained by democratic 
processes, they can move with great rapidity to change 
course when they learn about new states of the world. 
In comparison, democratic government is said to be 
overly concerned with privacy and handcuffed by 
partisan fighting and by checks and balances. 

This discourse, however, fails to see at least three 
reasons why democratic governments could benefit from 
the use of high dimensional data and applied artificial 
intelligence to learn about and act on citizens preferences 
in a way that autocratic regimes cannot.

The first reason is the “values premium” that exists 
within democracies. Embedded within democracies is 
the notion that how citizens are treated matters as much 
as what citizens get. Process matters as much as 
outcomes. Democracies put a premium on values like 
trust, transparency, and decency. In the evocative 
example of Avishai Margalit in his work, The Decent 
Society, we are asked to consider the difference between 
delivering bread in a famine from the back of truck, where 
in one scenario it is handed to recipients and in another 
it is thrown at their feet to be scrambled after. In both 
scenarios the same outcome results: people get food. 
But only in one are citizens treated decently. That makes 
all the difference. Democracies are practiced—fespecially 
at the level of “street level bureaucrats”—fat treating 
people with decency, as rights-bearing individuals. This 
premium on values and process and not just on outcomes, 
is one part of the democratic advantage. 

Second, democracies are naturally better at incorporating 
feedback. This “feedback advantage” comes from the 
competitive nature of democracies. Autocracies suffer 
from inefficient feedback mechanisms, as public 
criticism of state action is regularly short-circuited. 
Instead of soliciting genuine, organic measures of 
satisfaction among citizens, autocratic states impose 
order and assume all is well among citizens. By contrast, 
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the competitive incentive in democracies to find out 
what governments have done well and poorly invites 
constant refinement of processes and policies. The same 
would apply in cases in which governing officials are 
using large amounts of data to learn about and act on 
the preferences of citizens. 

Finally, there is a public sector advantage. Compared to 
private organizations, democratic public services are 
arguably more culturally ready for the adoption of this 
technology than any other organization, precisely 
because public services already resemble human-
assisted AI systems. A public servant is already used to 
working within a prediction machine: they are presented 
with a problem, they formulate and test solutions using 
data, and they then make recommendations through a 
series of considerations—or algorithms—which is 
eventually placed before a human to make a choice from 
a small number of options. That final decision maker is 
the human in the loop, and while they cannot see all 
the deliberations and considerations that lead to a 
recommendation, they have a responsibility to own the 
decision and to be able to explain and justify it if 
demanded. All these elements map onto a well-designed 
system of human-assisted AI.

CONCLUSION 

Politics is a difficult job, done by humans. Those humans 
are limited in their capacity to imagine the preferences 
of others and to understand their needs. 

Effective democratic governance depends 
on us enhancing the capacity of public 
figures to know and effectively act upon 
citizens’ wants and needs. 

The availability of data and our capacity to learn from 
it is increasing at a breathtaking clip. By taking seriously 
the insights afforded through the combination of data, 
artificial intelligence, and machine learning, public 
servants can better know what it is citizens want them 
to do and what citizens need them to do, and by leaning 
in directly on the values already embedded in democratic 
systems, the need for decency, the need for aligning 
values with actions, and the need for democratic 
accountability and explanation, makes our public 
systems ironically as ready as any to unlock the gains 
provided by this combination of data and learning tool.
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‘The problem is to find a form of association which will 
defend and protect with the whole common force the 
person and goods of each associate, and in which each, 
while uniting himself with all, may still obey himself 
alone, and remain as free as before,’ Jean-Jacques 
Rousseau observed in The Social Contract.1 The Swiss 
philosopher stood in a long line of thinkers who, 
beginning with Socrates, had set out how societies could 
combine citizens’ individual freedom (including freedom 
of speech) with society-wide rules of engagement 
preventing a descent into anarchy as citizens exercised 
their freedom. The arrival of mobile phones, the internet 
and social media has, over the past three and half 
decades, established an entirely new way for citizens 
to interact with one another and society as a whole, 
and this digital revolution will further accelerate as 
artificial intelligence and the internet of things take on 
a larger role in daily life. This chapter lays out the need 
for a new social contract suited to the digital age, and 
how to create it.

The problem is to find a form of association which will 
defend and protect with the whole common force the 
person and goods of each associate, and in which  
each, while uniting himself with all, may still obey 
himself alone, and remain as free as before.’ This is 
the fundamental problem of which the Social Contract 
provides the solution,’ Jean-Jacques Rousseau observes 
in The Social Contract.2 In the treatise, published in 1762, 
the Swiss philosopher outlined how societies should be 
organized in a way that allowed citizens the freedom to 

exercise their free will without this leading to anarchy. 
Since the arrival of the mass-produced mobile phone 
and easily accessible internet around the same time, and 
social media around a decade later, citizens have been 
able to pursue virtually limitless technology-aided 
pursuits, often in isolation from fellow citizens. While 
offering vast benefits of knowledge and convenience, 
modern technologies have thus eroded the social contact 
among citizens and as a result the unwritten social 
contract that governs liberal democracies. 

Long before 1762 humans had organized themselves, 
whether merely at the family level or all the way up to 
the nation-state level in ways of greater or lesser 
harmony. Many centuries earlier, Socrates had argued 
that societies needed social contracts in order to 
function well, and closer to Rousseau’s time John Locke 
and Thomas Hobbes had made similar arguments. 
Indeed, for almost as long as Socrates’s thoughts have 
existed, thinkers inside and outside seats of higher 
learning have occupied themselves with social-contract 
theory, ‘the view that persons’ moral and/or political 
obligations are dependent upon a contract or agreement 
among them to form the society in which they live’.3 As 
Rousseau noted, ‘Men can’t create new forces; they can 
only bring together ones that already exist, and steer 
them. So their only way to preserve themselves is to 
unite a number of forces so that they are jointly powerful 
enough to deal with the obstacles. They have to bring 
these forces into play in such a way that they act together 
in a single thrust. For forces to add up in this way, many 
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people have to work together.’4 In some cases, including 
cantons in Rousseau’s native Switzerland and German 
cities’ self-governing burgher councils, the citizens 
involved had considerable agency. But by and large, 
despite the efforts by Socrates, Locke, and Hobbes to 
establish codes that would combine citizen freedom and 
agency with a functioning society that almost everyone 
could endorse, pre-enlightenment citizens had little say 
because their societies’ rulers mostly them as societal 
participants without the need for agency. Most did, in 
other words, not have access to social contracts in any 
setting above the most local ones. Conversely, this 
meant that rulers’ power was based solely on their 
exercising of that power, not on popular consent.

The Enlightenment set out to change that. ‘Find a form 
of association that will bring the whole common force 
to bear on defending and protecting each associate’s 
person and goods, doing this in such a way that each of 
them, while uniting himself with all, still obeys only 
himself and remains as free as before,’ Rousseau advised.5 
The movement in which he was such a key participant 
helped trigger reforms for more citizen rights and 
participation in countries across Europe. 

With this definition of the social contract, Rousseau 
places himself firmly in the thinking established by 
Socrates. Indeed, by definition the social contract is a 
set of rules of behavior that all parts of society agree 
on. Such an effort must start with Rousseau’s instruction 
to ‘find a form of association that will bring the whole 
common force to bear on defending and protecting each 
associate’s person and goods’ and continue with John F. 
Kennedy’s inaugural address. ‘In the long history of the 
world, only a few generations have been granted the role 
of defending freedom in its hour of maximum danger. 
[…] The energy, the faith, the devotion which we bring 
to this endeavor will light our country and all who serve 
it—and the glow from that fire can truly light the world. 
And so, my fellow Americans: ask not what your country 
can do for you—ask what you can do for your country,’ 
the US President declared at his inauguration in 1961.6

Ask what you can do for your country: this 
is a central part of any social contract. It is 
also an area in which liberal democracies’ 
existing social contracts have dangerously 
deteriorated. 

A hundred years ago it was clear to a critical mass of 
citizens of liberal democracies what constituted their 
role in their societies: in addition to paying taxes and 
obeying laws, looking after elderly relatives, treating 
fellow citizens with respect. That was important because 
one frequently encountered them: at work, while doing 
errands, while participating in clubs and other voluntary 
organizations. In many countries, an obligation for men 
to help defend the country against military aggression 
was also part of the social contract. Indeed, conscription 
only works if it is part of the social contract. In Finland, 
the country that most successfully uses mandatory 
military service for men, conscription also enjoys 
enormous support among the population; in 2022, 82 
per cent.7

In the past three and a half decades, even more countries 
have moved towards liberal democracy, at various paces 
and with various degrees of passion. The most significant 
push towards liberal democracies arrived in the late 
1980s and early 1990s, with countries emerging from 
communist rule behind the Iron Curtain. When citizens 
of Poland, Czechoslovakia, Hungary, and other Warsaw 
Pact countries shook off the communist regimes imposed 
on them, they knew that they too wanted liberal 
democracy as their political system, and they knew what 
it should look like: free and fair elections; a benevolent, 
competent and transparent state apparatus; a well-
informed citizenry educated to take personal responsibility 
but able to rely on the state in case of extreme hardship; 
freedom of expression as exercised both by citizens and 
by media in its different forms. They wanted societies 
that operated through democracy, the rule of law, even 
market economies, and in which that system was based 
on citizens’ consent. 
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Today several dozen of the 210 countries and territories 
monitored by Freedom House in the organization’s 
Freedom Index—including countries as geographically 
distant as Germany and Ghana—rank as free.8 There are, 
of course, significant variations in their implementation 
of liberal democracy: Cape Verde is not the Czech Republic. 
The fundamental idea of it comprising empowered 
citizens and a benign state (whether it is large or small) 
has, however, guided each country’s implementation of 
the social contract. 

These recent decades’ expansion of democracy has, 
however, been accompanied by the growth of mobile 
telephony, the internet and more recently social media. 
As recently as 2005, there were slightly more than one 
billion internet users worldwide; by 2022, the number 
had soared to 5.3 billion.9 The internet and technologies 
linked to it—including hardware such as mobile phones 
and software-based services like social media—have 
done considerable good in allowing citizens to publicly 
express their views on virtually any subject. This has 
been an extremely empowering experience for citizens, 
who had been used to only being able to express their 
opinions through elections, letters to the editor or in 
conversations with friends, family and acquaintances. 
Even though this chapter concerns liberal democracies, 
it is worth noting that the internet and social media 
allow even residents of authoritarian states some degree 
of freedom to express themselves in public.

But, without an agreement in place regarding how 
societies should re-arrange themselves against such 
fundamentally transforming technology, the internet 
and social media have also poisoned the agora and 
fuelled social fragmentation. Before the arrival of modern 
communications technologies, understanding information 
was infinitely easier because the information arrived in 
front of citizens’ eyes and ears evaluated by journalists 
and other professionals. To be sure, journalists’ assessment 
was not always perfect and they, like everyone else, had 
personal biases that occasionally influenced their 
judgement, but by and large, citizens could trust that 
the information delivered to them by media other than 
word of mouth was trustworthy. Word-of-mouth 
exchanges, of course, were just that, limited in their 
reach and thus their influence. Today, by contrast, 
citizens are not just recipients of endless information: 

they are also megaphones, but ones mostly untrained 
on how to assess information and a result likely to share 
incorrect information and even fabrications. The arrival 
of Generative AI tools such as ChatGPT will further 
exacerbate this information anarchy, since these robots 
produce convincing-sounding copy without, however, 
guaranteeing its accuracy.

In the past several years, many citizens of such societies 
have also gone beyond taking the privilege of free speech 
for granted: they have become contemptuous of liberal 
democracy. Mostly unbeknownst to themselves, they 
have withdrawn from the social contract. Anti-vaxxers 
have decided to not just disbelieve public-health experts 
but in many cases to attack vaccination sites and even 
healthcare workers. Others launched online harassment 
campaigns against doctors and clinics.10 QAnon 
supporters, in turn, have repeatedly harassed politicians, 
journalists and others they believe to be part of the 
secret cabal ruling the world.11 Most infamously, citizens 
unwilling to accept Joe Biden’s victory in the 2020 US 
presidential election stormed the US Congress, where 
ratification of his victory was about to take place, and 
attempted to thwart it. They failed in this undertaking, 
but it cost the lives of five people.12 In January 2023, 
supporters of Brazilian presidential candidate Jair 
Bolsonaro—similarly believing that he had won the 
presidential election—stormed and vandalized the 
presidential office.13 If enough citizens choose to oppose 
institutions put in place by popular consent, such 
institutions cannot survive. The United States today 
portends a liberal democracy at risk of becoming 
ungovernable because its social contract has decayed.

Another trend has also been taking place,  
a less obvious but equally influential one: 
Western societies’ decline in civic 
engagement. 

In his landmark 2001 book Bowling Alone, Robert Putnam 
painstakingly documented the decline in civic 
engagement in the United States.14 Between the 1950s 
and the 1990s, the share of Americans who attended 
club meetings had dropped dramatically, as had the 
share who had regularly ate dinner with their families 
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or had friends over. All this, Putnam pointed out, had 
led to a significant decline in “social capital”, the fabric 
that holds societies together.

Since then, civic engagement has continued to decline, 
not just in the United States but across the industrialized 
world. When social media platforms, with their easy-
access bubbles of likeminded people, arrived, they 
capitalized on the decline in civic engagement by 
offering a speedy way of interacting with others, albeit 
in an artificial way. Indeed, on social media users can 
interact with others without the hassle involved with 
real-life engagement: travelling to meetings, speaking 
with people. In addition, with the exception of Finland 
and a few other countries that ask their men (and 
sometimes women) to serve in the armed forces, today 
liberal democracies do not ask their citizens to contribute 
to society in any way other than the most rudimentary 
one of paying taxes and obeying laws. 

It should come as no surprise that high-speed internet 
has further accelerated the decline in civic participation. 
In 2022, Fabio Sabatini, Mattia Nardotto, Tommaso 
Reggiani, and Andrea Geraciat established that fast 
internet substantially displaced social capital in the UK. 
‘After broadband take-up, civic and political engagement 
started to systematically decline with inhabitants’ 
proximity to the network node serving the area, i.e. with 
the speed of the Internet connection. Time-consuming 

activities oriented to the pursuit of collective welfare, 
such as engagement in associations, suffered the most 
from broadband penetration,’ the researchers reported. 
In statistical terms, their investigation found that a ‘1.8 
km reduction in respondents’ distance from the local 
exchange, resulting in a faster connection, caused a 4.7% 
decline in the likelihood of participation in associational 
activities between 2005 and 2017. For political parties, 
broadband availability caused a statistically significant 
19% reduction in the probability of involvement. For 
volunteering associations, the likelihood of people 
participating in these organizations reduced by 10.3%.’15 
Broadband causing a one-fifth decline in participation 
in political parties and a one-tenth decline in volunteering: 
these figures ought to worry not just politicians and 
social leaders but everyone concerns about the state of 
the social contract. The more modern communications 
technologies continue to develop and the more space 
they occupy in citizens’ lives, the more they will erode 
the remnants of existing social contracts. 

How are citizens expected to co-exist in an 
era that will see artificial intelligence (AI) 
and the Internet of Things present in most 
parts of their daily lives? It has not been 
established.
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Such continued decline in social capital and civic 
engagement is highly likely to lead to further societal 
fragmentation and accelerated decay of the social 
contract. Countries are already seeing a fait accompli, 
in which citizens take the communal good for granted 
but do not contribute to it or, worse, harm it through 
their actions. In the case of the US Capitol attack, police 
officers and the National Guard could eventually remove 
the intruders, but the harm to US democracy lasted. 
Indeed, in Freedom House’s 2022 index the United States 
has slid below peer liberal democracies on key democratic 
indicators including executive elections and freedom 
from improper political influence.16 

Liberal democracies need a new social contract, one 
addressing today’s digitally powered and highly 
individualized age. As with all social contracts, this 
needs to be a contract that can be supported by all parts 
of society; and like other social contracts, this would 
not be a government diktat but a civic rules-of-
engagement manifesto of which people of all walks of 
life could take ownership. To be sure, not all citizens 
will want to make even a small contribution to society: 
their modus operandi is instead to issue a constant 
stream of complaints about their society even as they 
benefit from its communal services. It, however, stands 
to reason that most citizens are willing to adhere to a 
social contract that contains both rights and obligations 
for them because they want their societies to operate 
with some degree of societal harmony, both because this 
brings better quality of life and because it is mutually 
beneficial. Indeed, having seen the shocking harm the 
decay of an existing social contract can cause, they are 
likely to support society-wide agreement on how a 
country’s different parts can co-exist beyond the bare 
minimum of obeying the same laws and paying taxes to 
the same government.

In January 2022, the World Economic Forum concluded 
that countries need a new social contract. ‘A social 
contract fit for contemporary society should address 
three fundamental challenges. First, familiar elements 
of the safety net, such as social insurance and pension 
benefits, need to address a new set of circumstances, 
such as the need for people to reskill during much longer 
working lives. Second, social contracts must be relevant 
in a world being reshaped by technological revolutions, 

and the transition to a clean energy economy. Third, a 
modern social contract must tackle the inequality and 
exclusion that plague societies in all corners of the 
world,’ the WEF explained and listed five areas to be 
included: stakeholder capitalism; skill development  
and career pathways; economic security and mobility; 
a just and inclusive transition to net zero; and responsible 
use of technology.17 The areas listed by the WEF are not 
wrong, but they hardly constitute a social contract: they 
are various policy areas in which governments can 
pursue solutions in cooperation with private-sector 
partners. 

A social contract is, as we have seen, 
instead the tacit agreement among citizens 
and between citizens and the government 
governing how the citizenry can co-exist 
with the right to free speech and without 
descending into anarchy. A social contract 
fit for the digital age must continue to 
include the expectation that citizens will 
contribute to the common treasury, whose 
funds the government will judiciously use. 

It must also, once again, include agreement on 
how citizens use freedom of speech and freedom 
of assembly, and under what conditions the 
government should curtail such activities for the 
benefit of the common good. Today, however, 
there is no such agreement. That is why 
governments, social media platforms and 
citizens alike struggle so mightily to discern 
what the rules of engagement should be.

How can governments and the citizenry go about 
forming a new social contract? Liberal democracies 
would do well to start by asking—perhaps in townhall-
style forums and certainly in school and university 
classrooms—what citizens think citizens should do for 
their country. They would be certain to receive large 
numbers of wise and insightful suggestions. Especially 
in an era of citizens empowered by communications 
technology, academics and policymakers do not have a 
monopoly on ideas for ways to improve societal co-
existence. If consulted in this manner, citizens might 

CONCLUDING ESSAY

D
E

M
O

C
R

A
C

Y
-A

F
F

IR
M

IN
G

 T
E

C
H

N
O

LO
G

IE
S



122

propose that a new social contract should involve not 
just the right to free speech but the obligation to 
consider the consequences when one engages in free 
speech. They might propose that liberal democracy’s 
long-standing elected seats of power be joined by other, 
non-legislative, forums where citizens can express their 
opinions: regular, consultative town hall meetings. They 
might propose that a social contract should include not 
just a right for citizens to access society’s communal 
goods but to contribute to it beyond the rudimentary 
paying of taxes and obedience to the law. Such 
contributions could involve whatever society deemed 
necessary at any given time. Participation in war will 
certainly not be necessary, but assisting frail and elderly 
citizens certainly is.

A fundamental part of a future social contract, though, 
must be citizens’ duty to understand information. The 
reason that today’s citizens so often believe falsehoods, 
spread falsehoods, and erroneously attack one another 
and societal institutions is that they lack the knowledge 
necessary to assess and verify the enormous amounts 
of information now available to them. Such information 
literacy will become more crucial still as information 
continues to grow and disinformation and misinformation 
along with it. In January 2023, for example, an image of 
a Parisian police officer in ridiculous-looking hat was 
enthusiastically shared on social media, including by 
national-security experts, who not only failed to spot 
that the image was a deep-fake but who also failed to 
realise that by sharing it they were helping hostile 
states’ campaigns discrediting Western institutions.18 

There is no shame in not being 21st century information-
literate; on the contrary, most citizens are not, and the 
fewest citizens can acquire such skills on their own. Yet 
understanding information is indispensable in a liberal 
democracy. Most citizens would, I posit, agree to a social 
contract where it is their responsibility to become 
literate about information and societal institutions’ 
responsibility to provide such training. If citizens do 
not discuss on the basis of the same facts, their country 
will become ungovernable.

Indeed, as technology continues to advance, continuous 
training more widely should also be part of the social 
contract. Today many employers and indeed many 
governments offer continued education throughout 
citizens’ professional lives, but this could be codified in 
a social contract. That would also allow the many 
workers who feel left behind by automation and 
offshoring to feel that they, too, have an active role in 
society. It is noteworthy that a large share of the people 
who stormed the US Capitol were people who felt 
excluded or marginalized by society. 

A social contract, though, must involve 
everyone, because all groups of citizens 
have rights and obligations. Indeed, an 
acceptable level of co-existence harmony in 
a liberal democracy requires that all parts 
of society agree on a minimum set of rules 
of engagement: a social contract. 
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CONCLUSION

Social contracts are not written agreements: they are a 
set of rules of engagement that citizens learn and adopt 
as they grow up. The digital age—launched through 
mobile phones and the internet and advancing through 
AI and the Internet of Things—has so fundamentally 
changed citizens’ engagement with one another and 
with societal institutions that a new social contract is 
necessary. Because a social contract is not a written 
document, and because the digital era has created an 
environment of highly empowered and vocal citizens, 
governments would be well-advised to consult the 
citizenry on what the new rules of engagement ought 

to include. After soliciting citizens’ input through 
public-awareness campaigns, the government of any 
given country could appoint a commission comprising 
legislators, technology experts, academics in subjects 
including histor y, media and sociolog y, and 
representatives from among the citizens who submitted 
suggestions. This commission would then be tasked with 
formulating rules of engagement—the new social 
contract—that could then be shared with the population 
in the same way as other public-awareness campaigns. 
Citizen involvement would be crucial not just for 
democratic legitimacy and to ensure a wide range of 
views, but because citizen engagement at the idea stage 
generates more citizen commitment to the final product. 
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